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Characterization of InP/InGaAs/InP
Single Quantum Wells Grown by OMVPE

Jiti Nukeaw™, Suwan Kusamran, Anupong Srongprapa, Sanay Akavipat, and Anuchit Jaruvanawat
Department of Applied Physics, King Mongkut’s Institute of Technology Ladkrabang,
Bangkok 10520, Thailand.

Abstract-- The optical transition energies in InP/InGaAs/InP single quantum wells (SQWs) grown by
organometallic vapor phase epitaxy (OMVPE) with well thicknesses from 1 to 5 monolayers(ML) were
investigated by room-temperature photoreflectance (PR) measurements. PR features due to subband
transitions were clearly observed even in the SQWs with extremely thin well thicknesses. PR spectra
showed e(1)-hh(1) and e(1)-1h(1) transitions in the InGaAs wells together with the band-to-band transition
in the InP layers. Clear PR spectra indicate excellent optical quality of these OMVPE-grown structures.
The transition energies were determined by fitting the PR spectra to the theoretical line-shape expression.
The resultant e(1)-hh(]) transition energies were close to energy positions of emission peaks observed in
photoluminescence measurements at room temperature. The e(1)-hh(1) and e(1)-lh(1) transition energies
decreased with increasing well thicknesses. This behavior agreed qualitatively with the theoretical

prediction, although there is a significant discrepancy in transition energies.
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1. Introduction material is promising for ultrahigh speed devices

Ing 53Gag 47 As lattice-matched to InP has emerged utilizing the high electron mobility and high peak

as a very important semiconductor material. This velocity which is approximately 50 percent
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higher than that of GaAs at comparable
impurity concentrations at 300 K'**. The band
gap of 0.75 eV (1.65 pm) is ideal for
photodetectors in  optical communications
systems with the optimum wavelength range
between 1.3-1.6 um. Furthermore, semiconductor
injection lasers utilizing InGaAs/InP quantum
well structures allow emission wavelength to be
shifted from the 1.65 um to the 1.3-1.55 pum

region by having different well thickness*°.

Modulation spectroscopy is an important
technique for study and characterization of
energy-band structures of semiconductors.
Modulation techniques such as electroreflectance
(ER) and photoreflectance (PR) are particularly
useful since they yield spectra with sharp features
at critical-point energies. The features in these
spectra appear at energies corresponding to the
band gap characteristic points or other
peculiarities in the dielectric function. PR is of
considerable interest because it is contactless,
requires no special mounting of the sample, can
be performed in a variety of transparent

ambients, and is sensitive to surface and interface

electric fields.

Reddy et al.” have reported PR results on GaAs/
(Al,Ga)As multiple quantum wells of different
well thicknesses. Their results concern with
transitions involving the so-called “unconfined”
states. They also performed PR studies on a
series of InGaAs/GaAs single quantum well

(SQW) already defined with different well

thicknesses in a range between 8 to 12 nm.® Their

study indicated that the conduction-band
discontinuity is 0.420 eV. Yaguchi et al.’ studied
the band offsets at the heterointerface of
GaAs/GaAs; Py SQWs structures of different
well thicknesses in a range between 5 nm to 20
nm using PR. The band offsets were found to be

almost linearly dependent on the phosphorus

composition in the range of x <0.23.

In this report, we conducted room-temperature
PR measurements to investigate optical transition
energies in InP/InGaAs/InP  SQWs  with
extremely thin well thicknesses of 1 to SML, i.e.,
0.3~1.5 nm, grown by a low-pressure
organometallic vapor phase epitaxy (OMVPE).
The subband transitions were clearly observed
even in the SQWs with ultra thin well thickness,
and their energies will be discussed with

theoretical calculation.

2. Sample preparation

The samples were prepared using a low-pressure
OMVPE. Trimethylgallium (TMGa),
trimethylindium (TMIn), AsH;, and PH; were
used as the source gases. A 100 nm thick InP
buffer layer was grown on all semi-insulating InP
substrates, followed by InGaAs well layers with
varied thicknesses (L) from 1 ML to 5 ML, and
a 2 nm thick InP cap layer. The growth
temperature was 600 °C. Flow sequence of
source gases and the sample structure are shown

in Fig. 1.



3. Photoreflectance measurement system

In our PR measurements, a modulation light was
provided by a 2 mW He-Ne (A=632.8 nm) laser.
The chopped laser light was irradiated onto the
sample with a spot radius of about I mm. A 100
W tungsten lamp was dispersed by a 20 cm
monochromator and used as a probe light. The
reflected probe light from the sample was

detected by a nitrogen-cooled Ge detector. The
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detected signal contains two parts, ac part and dc
part. The ac part measured by the lock-in
amplifier synchronized to the modulating
frequency is related to the change in reflectivity,
dR. The dc part of the detected signal is related to
the reflected light, R, itself. Using a computer for
data acquisition and processing, a spectrum of

dR/R versus photon energy can be obtained.

(b)

Cap: InP (2 nm)
InGaAs (1ML to SML)

Buffer: InP (100 nm)

Substrate: S.1L InP

Fig. 1. (a) Flow sequence of source gases (b) InP/InGaAs/InP SQW structures.
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Fig. 2. Schematic diagram of the room-temperature PR measurement system.
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The schematic diagram of the PR measurement

system is shown in Fig. 2. All PR measurements

were conducted at room temperature.

4. Results and Discussion

Fig. 3 shows PR spectrum of the sample
with 2 ML (0.6 nm) thick InGaAs well. The e
(1)-hh(1) and e(1)-lh(1) transitions from the

InGaAs well are clearly observed with the band-

spectrum measured at room temperature is also
shown in Fig. 3. The resultant e(1)-hh(l)
transition energy is close to the energy position
of emission peak observed in the PL spectrum.
PR spectra of all the samples are shown by solid
lines in Fig. 4. The PR spectra reveal e(1)-hh(1)
and e(1)-lh(l) transitions in InGaAs wells
together with the band-to-band transition in the
InP layers. The clear PR spectra indicate

excellent optical quality of these OMVPE-grown

to-band transition in the InP Ilayer. For structures.
comparison, the photoluminescence (PL)
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4k 2ML zL Eg of InP
e()—h(1) : —
. ©
B 2 e(1)=hh(1) A ] =
c l . S
=1 B "o _Q
5 — PR .l 4100003
E 0_=—% 1 ,:‘ ‘f\ _ ‘_;
o e 1 B
T o \\' 2
] ol 1=

1 1.2 1.4
Photon Energy(eV)

Fig. 3. Room-temperature PR and PL spectra of the InP/InGaAs/InP SQW with 2 ML (0.6 nm) thick
InGaAs well.
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Fig. 4. Room-temperature PR spectra as a function of the well thickness. The fittings of Eq. (1) to the PR

spectra are shown by bright lines. The e(1)-hh(1) and e( 1)-1h(1) transition energies determined

by the fittings are indicated by arrows.

The PR spectra as a function of photon energy
can be analyzed using the familiar Aspnes third-

derivative function in the low electric field

limit’", i.e.,
AR “ i0 . -n
?:ReZCje "(E-E, +il)) (1)

J=
Here, R is the reflectance, AR is the induced
change in the reflectance by modulation light, £
is the photon energy, p is the total number of

spectral structures to be fitted, £,,I",,C; and

gi’
0 ; arc ftransition energy, broadening parameter,
amplitude and phase, respectively, of the feature
corresponding to the j™ critical point. The

parameter 7 is a factor used to specify the critical

point dimension.

The energy levels associated with e(1)-hh(1) and
e(l)-1h(1) transitions were determined by least-
square fitting of Eq. (1) to PR spectra obtained
experimentally. In this calculation, the » value for
the e(1)-hh(l) and e(1)-1h(1) features is 3, while
the value is 5/2 for the band gap transition'"'?.
The resultant least-square fittings are also shown
by bright lines in Fig. 4. The e(1)-hh(l) and e(1)-
Ih(1) transition energies obtained from these
fittings are shown by arrows in the figure. In Fig.
5. The e(l)-hh(l) transition energies determined
from PR measurements are plotted by closed

lozenges as a function of the well thickness,

while open circles denote energy positions of

emission peaks observed in PL measurements.
The transition energy decreases with increasing
well thickness. The e(1)-hh(1) transition energies
obtained from PR measurements agree quite well
with PL results for all samples. Figure 6 shows
the well thickness dependence of the e(1)-lh(l)
transition energies plotted by closed lozenges.
The transition energy also decreases with
increasing well thickness, which is similar to the

behavior of the e(1)-hh(l) transition.

We have made a simple calculation for quantum
levels in finite quantum wells. The one-
dimensional Schrodinger equation for a finite
square well was solved to obtain a stationary
wave function. The e(1)-hh(1) and e(1)-lh(1)
energies were calculated without considering any
other effects such as excitons and the Stark
effect. In the calculation, 0.73 eV and 1.35 eV
were used as room temperature band gaps for
InGaAs and InP, respectively. The conduction-
band discontinuity

AE, 0f 0.217 eV and valence-band discontinuity
AE, of 0.403 eV were applied”. The calculated
transition energies are also plotted as a function
of the well thickness by closed circles for the e
(1)-hh(1) transition in Fig. 5 and for the e(1)-lh
(1) transition in Fig. 6. The behavior of measured
transition energies agrees qualitatively with the

theoretical prediction, which decreases with the
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increasing well thickness. However, we observed

a significant discrepancy between the measured
and the calculated values. The measured energies
are, in general, 50 meV below the calculated

energies.

Now we should discuss the origin of the
discrepancy in the transition energies determined
experimentally and calculated theoretically. The
first possible candidate for the origin is the limit
of our simple theory for the prediction of the
transition energies. Yamada et al, theoretically
studied subband structure of the InP/InGaAs/InP
SQWs using  the envelope function
approximation method taking into account band

nonparabolicity.'* According to their calculation,

e(1)-hh(1)

nonparabolicity plays an important role in the
InP/InGaAs/InP  SQWs and experimental PL
energies for wide quantum wells are reasonably
explained by this theory. For the well thickness
less than 5 nm, the PL energies are significantly
lower than the theoretical results. Gradually
increasing discrepancies with decreasing well
width is contradictory to the participation of
impurities in the recombination process. The
possibility of the participation of free excitons is,
however, not excluded, since the half-widths of
PL spectra are relatively broad. But the
discrepancies seem to be somewhat larger than

the binding energies of the exciton confined in

the InGaAs wells.
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Fig. 5.

Dependence of transition energy e(1)-hh(1) on well thicknesses. Closed lozenges and open

circles show the PR and PL results, respectively. Closed circles show the calculated values.

e(1}-h(1}

*

Transition energy (eV)

]

H

® calculation

]

Well thickness (ML)

Fig. 6. Dependence of transition energy e(1)-1h(1) on well thicknesses. Closed lozenges

show the PR results. Closed circles show the calculated values.



The second possible candidate for the
discrepancy is imperfection of the interfaces
between InGaAs and InP. The dependence of
optical properties of thin InP/InGaAs/InP SQWs
on the gas switching procedure during the
OMVPE growth was reported by Bohrer et al'.
In their study, they observed InAs; Py, islands at
InGaAs/InP interfaces, which were formed as a
consequence of the As-P exchange reaction. It is
important to note that the islands exist at the
interfaces even in the sample prepared with
careful control of the gas switching procedure,
although the phosphorous composition x of the
InAs, Py islands is influenced by the interruption
time and the exchange efficiency of group-V
elements depending on growth temperature.
Based on their observation, existence of the
imperfect InGaAs/InP interfaces is reasonably
assumed in our samples, resulting in deviation
from the ideal square shape of the potential well.
The deviation induces changes in well thickness,
effective AE. and AE, and effective bulk band
gap of the well material. The resultant transition
energies are obviously determined by
complicated combination of these factors.
Furthermore, the influence of the deviation works
more significantly in the samples with the thinner
well, because the fraction of the interface region
is larger in total volume of the well. X-ray crystal
truncation rod (CTR) scattering measurements
are now in progress on the samples to reveal the
InGaAs/InP

atomic-level heterointerface

structures. Comprehensive discussion on a basis
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of the atomic-level structures will be described
elsewhere.

5. Conclusions

PR measurements were used to investigate
optical transition energies in InP/InGaAs/InP
SQWs with well thicknesses from 1 to 5 ML
(from 0.3 to 1.5 nm) grown by a low-pressure
OMVPE. The PR spectra clearly showed the e(l)-
hh(1) and e(1)-1h(1) transitions in the SQWs
together with the band-to-band transition in the
InP layers. Clear PR spectra indicate excellent
optical quality of these structures. The transition
energies were determined by fitting the PR
spectra to the theoretical line-shape expression.
The resultant e(1)-hh(1) transition energies were
close to energy positions of emission peaks
observed in PL measurements at room
temperature. The e(1)-hh(1) and e(1)-lh(l)
transition energies decreased with the increasing
well thickness. This behavior agreed qualitatively
with the theoretical prediction, although there is a

significant discrepancy in transition energies.
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Reducing Data Hazards on Multi-pipelined DSP Architecture
with Loop Scheduling®
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Abstract—Computation intensive DSP applications usually require parallel/pipelined processors in order to meet specific
timing requirements. Data hazards are a major obstacle against the high performance of pipelined systems. This paper
presents a novel efficient loop scheduling algorithm that reduces data hazards for such DSP applications. This algorithm
has been embedded in a tool, called SHARP, which schedules a pipelined data flow graph to multiple pipelined units
while hiding the underlying data hazards and minimizing the execution time. This paper reports significant improvement
for some well-known benchmarks showing the efficiency of the scheduling algorithm and the flexibility of the simulation
tool.

uwﬁ’mia—qmﬂizqnﬁmqﬁmﬁ?maa%nu,uaTiJima%aﬁﬁaqmimwmmm‘lumsmmmgqﬁmzﬁaqmﬁmwﬂizmawmmu
mnuiiimafouddunesmadiwine naslilsunsn(parallel/pipelined processors) tinamolumsdwniiiodiag vinlild
wagwivunatiides  ms l,wiaziwvlsﬁmumhﬂﬂssmawameummmﬁﬁmsﬁaﬂdauagiﬁmwﬁLﬂuﬁﬁmiaﬁagaﬁﬁﬁ'ﬂﬂ
Qnénm (data hazards) fviilimsdeudrdunosmadmamaslsunsulildédromsdmalisiin imanuibinaueds
myte  aeanuiniluiidessedoyadedibignamalunulszgndme dudineadnuualisisadeillasinemdnmsiidoh
aulwilmiiadnainde

1 Introduction to reduce the number of data hazards in their architectures.
This process is implemented in hardware whereby a copy
)zg_the computed result is sent back to the input prefetch

tems, multiple pipeliningis an important strategy that uffer of the processor. However, the larger the number

should be explored. Nonetheless, it is well-known that ofEforwarding buffers, the higher the cost that will be im-

of the major problems in applying the pipeliningtechniqdéosed on the hardware. Therefore, there exists a trade-

is the delay caused by dependencies between instructi@fisPetween its implementation cost and the performance

calledhazards Control hazards are known as the hazarg@n- Furthermore, many modern high speed computers,
that prevent the next instruction in the instruction streafch @s MIPS R8000, IBM Power2 RS/6000 and others,
from being executed, such as branch operations. Liki® Multiple pipelined functional units (multi-pipelined) or

wise, the hazards that encumber the next instruction by dSi¢Rerscalar (superpipelined architectures. Providing a tool
dependencies are called data hazards. Most computatf@t determines an appropriate pipelined architecture for a

intensive scientific applications, such as image processiilyen sPecific application, therefore, will be beneficial to

and digital signal processing, contain a great number SfMPUter architects. By using such a tool, one can find
data hazardsind few or nacontrol hazards In this paper a suitable pipeline architecture that balances the hardware

we present a tool, calleBHARP(Scheduling with Hazard and performance costs by varying the system architecture

Reduction for multiple Pipeline architecture), which wa&-9- @ number of pipeline units, type of each unit, for-

developed to obtain a short schedule while minimizing tHérding buffers, etc.).

underlying data hazards by exploring loop pipelining and Rearranging the execution sequence of tasks that be-

different multiple pipeline architectures. long to the computational application can reduce data haz-
Many computer vendors utilizefarwardingtechnique ards and improve the performance. Dynamic scheduling

In order to speedup current high performance DSP s

*Reprint with permission from Kluwer Academic Publishers in the journal of VLSI signal processing, special issue on future directions in the
design and implementation of DSP systems, Vol 18, 1998, pp 111-123



algorithms such avmasulcandscoreboardare examples scheduling position is obtained by considering data de-
of implementing the algorithms in hardware. They wemendencies and loop carried dependencies, i.e., using loop
introduced to minimize the underlying data hazards whiglipelining strategy as a basis to reduce data hazards while
can not be resolved by a compiler [16]. These techniquasproving the total execution time under the hardware con-
however, increase the hardware complexity and cosaints given by the user specifications.
Therefore, special consideration should be given to static A5 an example, Figure 1(a) presents two pipeline archi-
scheduling, especially for some computation-intensive 3getures each of which consists of five stages: instruction
plications. The fundamental performance measurementQth (IF), instruction decode (ID), execution (EX), mem-
a static scheduling algorithm is the total completion timgy access (M) and write-back (WR). For simplicity, as-
in each iteration, also known as the schedule length. sfime that each of these stages takesotmek cycleto fin-
good algorithm must be able to maximize parallelism bgq [4]. The pipeline hazard in this case is 3, since with
tween tasks and minimize the total completion time. MaRyis architecture, any instruction will put data available to
heuristics have been proposed to deal with this problefgag in the first half of the 5th stage (WR) and read it in
such asASAPscheduling ALAP schedulinggritical path  the 2nd stage (ID). In Section 2, we will explain how to
scheduling andist scheduling algorithms [2, 3]. The Crit-ca|culate this cost in more detail. The PDG and its corre-
ical path, list scheduling and graph decomposition heurigsonding code segment to be executed in this two-pipeline
tics have been developed for scheduling acydtita flow gystem are shown in Figures 1(b) and (c) respectively. No-
graphs (DFGs)7, 14]. These methods, however, do Ngice that each node of the graph also indicates the type of
consider the parallelism and pipelining across iterationsstruction required to be executed. Assume that the WR
Some studies propose scheduling algorithms to deal Wiy |D stages of two dependent instructions can be over-
cyclic graphs [5,15]. Nevertheless, these techniques do pgfsed. For example, instructi@can start reading (at the
address the issue of scheduling on pipelined machines {aktage) data produced by instructiérat the WR stage.
exploit the use of forwarding techniques. A legal execution pattern of the pipeline for this example
Considerable research has been done in the areasdffustrated in Figure 2(a).

loop scheduling based software pipelining-a fine-grain Since all the pipeline stages of issued instructions
loop scheduling optimization method [6, 10, 12]. This agye consecutive, only the beginning of each instruction
proach applies thanrolling technique which expands théipeline is required to be shown. Figure 2(b) illustrates a
target code segment. The problem size, however, agedule table resulting from Figure 2(b). This table only
increases proportionally to the unrolling factdterative gpnows one iteration of the sample code segment (the com-
modulo schedulings another framework that has been i”blete table comprises ofl — 3 identical copies of this ta-
plemented in some compilers [13]. Nonetheless, in orqﬂé)_ Such a schedule becomesiaitial schedulewhich
to find an optimized schedule, this approach begins with @g\, pe optimized by SHARP. Figure 3(a) and 3(b) show
infeasible initial schedule and has to reschedwierynode e resulting intermediate PDG and schedule after apply-
in the graph at each iteration. ing SHARP to the initial schedule. Nodes A and E from
The target DSP applications usually contain iterative tire next iteration are rescheduled to current iteration of the
recursive code segments. Such segments are representschiadule. This is equivalent to retiming these nodes in the
our new model, called pipeline data-flow grapifPDG). PDG (see Figure 3(a)). This technique explores the paral-
An example of a PDG is shown in Figure 1(b). In thiklism across iterations (loop pipelining). SHARP repeat-
model, nodes represent tasks that will be issued to a aadly applies such a method to each intermediate schedule.
tain type of pipeline and edges represent data dependegures 3(c) and 3(d) show the third intermediate retimed
cies between two nodes. A weight on each edge refers t82G and its schedule respectively. At the third iteration
minimum hazard cost or pipeline cost. This cost represemts obtain the optimized schedule with length 6 (a 25% im-
a required number of clock cycles that must occur in ggfovement over the initial schedule).

der to schedule successive nodes. In this work, a proposedysing our tool, we obtain not only the reduced sched-
novel pipeline scheduling algorithm, SHARP, takes a PDe |ength but we can also evaluate other architecture op-
and some pipeline architecture specifications (e.g., pipelighs, such as introducing forwarding hardware in the ar-
depth, number of forwarding buffers, type and number ghitecture or even additional pipelines. In order to present
pipeline units etc.) as inputs. The algorithm then efficientyy aigorithm, the remainder of this work is organized as
schedules nodes from the PDG to the target system.  fq|jows: Section 2 introduces some fundamental concepts.
After the initial schedule is computed, by a DAQ@he main idea and theorems behind the algorithm used in
scheduling algorithm such as list scheduling, the algoritfBHARP are presented in Section 3. In Section 4, we dis-
implicitly uses retiming. Only amallnumber of nodes arecuss the experimental results obtained by applying differ-
rescheduled in each iteration of our algorithm. The nesmt pipeline architectures to this tool. Finally, Section 5
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draws conclusions of this work. so the pipeline costis 53+ 1 = 3. In this case,
the special forwarding hardware is characterized into
two sub-cases.

2 Background

1. The forwarding hardware has a limited number
of feedback buffers. The pipeline cost will be
the value without forwarding when all the for-
warding buffers are utilized.

A cyclic DFG, G = (V,E), is commonly used to repre-
sent dependencies between instructions in an iterative or
a recursive loop. However, it does not reflect the type of

pipeline architecture to which the code segment is sub- 2. The forwarding hardware has an unlimited
jected. Therefore, in order to distinguish them, some com- number of feedback buffers (bounded by the
mon hardware factors need to be considered. pipeline depth). In this case, the pipeline cost

The type of architecture may be characterized by con- will always be the same.

sidering different types of pipelines in the system. Thease 3:The pipeline architecture has arternalor cross
number of stages in a pipeline, pipeline depthis one forwarding hardware, such as it is capable of passing
configuration factor that is necessary to be taken into ac-  gata from one pipeline to another pipeline. We cal-
count, since it affects the overall pipeline speedup. The  cylate the pipeline cost by the same way described
forwarding hardware is also a factor because it can dimin-  apove. Again, limited number of buffers or unlim-
ish the data hazards. Furthermore, the system may con- jted number of buffers are possible sub-cases.
sist of a number of forwarding buffers, responsible for how
max:;}r;;es a pipeline is able to bylpa3§ a datum [9]. g} Graph Model

paper, we assume our algorithm guarantees tha
no delays occur during the execution of one instruction. limorder to model the configuration of each multi-pipelined
other words, the number of cycles from the execution of theachine associated with the problem being scheduled, the
first to the last pipeline stage for one instruction is equal pipeline data-flow graph is introduced.
the pipeline depth. In a multi-pipelined machine, if the ex-
ecution of an instructiof, depends on the data generatdaefinition 2.1 A pipeline data-flow graph (PDG) G-
by instructionl1, and the starting moment ¢f andl, are (V,E,T.d,c) is an edge-weighted directed graph, where
t, andt, respectively, we know thas —t; > Syut— Sn + 1, V is the set of nodes, EV xV is the set of depen-
whereSy is the index of the pipeline stage from which théence edges, T is the pipeline type associated with a node
data is visible to the instruction, andS;, is the index of U €V, d is the number of delays between two nodes, and
pipeline stage that needs the result;cih order to execute ¢(€) = (Co, Cno) is a function from E to the positive integers
l2. We callSut— Sn + 1 thepipeline cosbf the edge con- representing the pipeline cost, associated with edgdee
necting the two nodes, representing instructibnandl,. Where g and G, are the cost when considering with and
Figure 4 illustrates the concept of the pipeline cost. Suchvihout forwarding capability respectively.

cost can be qualified in three possible situations dependingEach node in a PDG represents an instruction, and the

on the characteristics of the architecture: type of pipeline in which the instruction will be executed.
L . An edge from nodel to nodev, exhibited by the notation

case 1: T.he p|p§||ne archltgctgre does. noF h.ave a folrj-_> v, conveys that the instructiondepends on the result
warding option. The pipeline cost is similar to th?’rom the instructioru. The number of delayd(e) on any

data hazard, which may be calculated from the d'&jgeee E such thau precedes, whereu,v € V, indicates

ference between th? piPe””e depth and the num%eaata dependence from nodéo v, such that the execu-
of the overlapped pipeline stages. For example {n of nodev at iteration]j relies on the data produced by

Figure 4(a), th|s pipeline reads data at the enq of I|Podeu at iterationj —d(e). The tuple associated with each
and the data is ready after WR. TBe,; stage is 7 (GloxCno)

andS;, is 3. Hence, for this case, the pipeline cost Rdge ina PDGI- —: " v, is architecture-dependent where
7-34+1=5. Cro IS the number of clock cycles required when there ex-

ists a fawarding hardware, anch is the number of clock
case 2:The pipeline architecture has arternalforward- cycles needed when executing the two instructioaadv

ing, i.e., data can merely be bypassed inside the satoasidering ndorwarding. If there is no forwarding hard-
functional unit. The pipeline cost from this case mayare, the value of, will be the same agpo.
be obtained in a similar way as above. For instance, As an example, Figure 5(a) illustrates a simple PDG
the pipeline in Figure 4(b) has the internal forwardassociated with two types of functional units, adder and
ing such that the data will be available right after thaultiplier. Each of which is a five-stage pipeline architec-
EX stage. ThenSy is stage 5 and, is stage 3, ture with a forwarding function. Therefore, the pipeline
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Figure 5: (a) Example whets, = 1 andcp, = 3 (b) Corresponding initial schedule (c)-(d) PDG with inter-iteration
dependency between nodendB

costcy, = 1 andcpe = 3. NodesA, B,C, D, andF represent following scheduling properties must be preserved by any
the addition instructions and nodeindicates the multi- scheduling algorithm.

plication instruction. The bar lines dd — AandF — E

represent the number of delays between the nodes, i.e., Rt@perty 2.1 Scheduling properties for intra-iteration de-
delays onD — A conveys that the execution of operatioReéndencies

D at some iteratiorj produces the data required Byat

: R 1. For any node n preceded by nodeslm edges e
iterationj + 2.

(Ctoj 1Cn .
such thaid(g) =0and m 2 e of cs(my) is the

control step to which gnwas scheduled and s the
2.2 Initial Scheduling in SHARP number of available buffers for the functional unit

required by m then node n can be scheduled at any
In this subsection, we introduce some important consid-  control step(cs) that satisfies the following rules.

erations in acquiring a static pipeline schedule from the

PDG. Considerable research has been conducted in seek- cs> max{cs(m) +costhi)}
ing a scheduling solution for a DFG [8]. In this research,

we tailor the list scheduling heuristic so that it agrees with where{ costbi) =cro ifbi >0
conditions of the PDG. cos(bj) =cno Otherwise

A static schedule consists of multiple entries in a ta-
ble. Each row entry indicates one clock cycle—the syn- =
chronization time interval, also callembntrol step Each
column entry represents one of the pipeline units in the
multi-pipelined system where nodes that have the same
corresponding types of pipeline will be assigned. The
first pipeline stage of each scheduled node starts executiitge that if the architecture does not use forwarding hard-
whenever the node appears in the table. ware, then we seti, = Chp andb; = 0. As an exam-

In order to obtain a static schedule from a PDG feedle, Figure 5(b) presents the resulting schedule table when
back edges (i.e., edges that contain delays) are tempona-schedule the graph shown in Figure 5(a) to a multiple
ily ignored in this initial scheduling phase. For instancejpelined system consisting of one adder and one multi-
D — AandF — E in Figure 5(a) are temporarily ignoredplier with one internal buffer for each unit.

Our scheduling guarantees the resulting initial schedule is The last step of initial scheduling is to check the inter-
legal by satisfying the following properties. Further, thigeration dependency which is implicitly represented by the

If there is no direct-dependent edge between nodes
gandr, i.e.d(e) # 0, and q is scheduled to control
step k, node r may be placed at any unoccupied con-
trol step which does not conflict with any other data
dependency constraints.



feedback edges of the PDG. A certain amount of empiie retiming technique can be summarized by the follow-

control steps has to be preserved at the end of the schiegd-properties:

ule table if the number of control steps between two inter-

dependent nodes belonging to different iterations is not sGfoperty 3.1 Let G = (V,E,T,dr,c) be a PDG G=

ficient to satisfy the required pipeline cost of the two corréY E, T,d,c) retimed byr.

sponding instructions. Figures 5(c) and (d) illustrates this 1 | i5 4 legal retiming ifdy

situation. Assume that the pipeline depth of the adder is

5. If we did not consider the feedback edge, the sched-2. For any edge u% v, we havet, (e) = d(e) +r(u) —

ule length would be only 4. However, the schedule length T (V).

actually has to be 6 since noden the next iteration, rep- 3. For any path wP v we havag, (p) = d(p) + r () —

resented by, cannot be assigned to the control step right '
. . . r(v).

after nodeB; due to the inter-iteration dependency between

nodesA andB. Hence two empty control steps need to 4. For aloop |, we havel (I) = d(1).

be inserted at the end of this initial schedule and the final .
. Property 3.1 demonstrates how the retiming method
schedule length becomes six rather than four.

) . - operates on a PDG. An example of retiming is shown in
Note again that the execution of all pipeline stages, er_f

igure 6. The retiming(A) = 1 conveys that one delay is
cept for the first one, of any scheduled node are hidden ir‘crI . 9( ) y y
I drayn from the incoming edge of nodeand pushed to all
an initial schedule table. Those stages are overlapped ap .
Its outgoing edgeshA — B andA — C.

only the first stage of each node is displayed, e.g., see Fqg'After a graph has been retimedpelogueis the set
ure 2(a). After applying a list scheduling algorithm thacgf instructions that must be executed to provide the nec-
enforces Property 2.1 to the example in Figure 1, the initiealsary data for the iterative process. In our example, the
schedule of Figure 2(b) is produced. The static SCheanﬁsetructionA becomes the prologue. Aepilogueis the’
length for that case is 8. . .
other extreme, where a complementary set of instructions
will need to be executed to complete the process. The time
. required to run the prologue and epilogue is assumed to be
3 Reducmg Schedule Length negligible when compared to the total computation time of
the problem.
In the previous section, we discussed the scheduling CON-Chao, LaPaugh and Sha proposed a flexible algorithm,
ditions for assigning nodes from a PDG to a schedule {yjeq rotation scheduling, to deal with scheduling a DFG
ble. These conditions are also applied to the optimizatigRder resource constraints [1]. Like its name, this algo-
process of our algorithm. Our algorithm is able to reduggnm analogously moves nodes from the top of a schedule
the underlying static schedule length of an initial schedulgs|e 10 its bottom. The algorithm essentially shifts the it-
previously obtained. It explores the parallelism across it@iration boundary of the static schedule down, so that nodes
ations by implicitly employing the retiming technique [11}som the next iteration can be explored. We now introduce

The following section briefly reviews the retiming and rosome necessary terminology and concepts used in this pa-
tation techniques. per.

(e) > Oforevery ecE.

Definition 3.1 GivenaPDG G=(V,E,T,d,c)and RCV,
the rotation of R moves one delay from every incoming

Theretimingtechnique is a commonly used tool for optif—adge to all outgoing edges of nodes in R. The PDG now

mizing synchronous systems. A retimings a function is transformed into a new graph (G:

fromV to Z. The value of this function, when applled t0  For a schedule table with length this definition is

a nodeyv, is the number of delays taken from all incomapplicable when moving the first row of the schedule ta-
ing edges of/ and moved to its outgoing edges. An illegale to the positior. + 1. Therefore, this operation implic-
retiming function occurs when one of the retimed edge dgy retimes the graph. The benefit of doing the rotation
lays becomes negative. This situation implies a referengghat a few number of nodes are rescheduled. Therefore
to a non-available data from a future iteration. Thereforedfﬂy a small part of an input graph is modified instead of

we consideG, = (V,E, T,dr,c) to be a PDGG retimed by rescheduling the whole graph. Rotation scheduling must
a functionr, a retiming is legal if the retimed delay coungreserve the following property:

dr is nonnegative for every edge ih For an edgel — v,

the number of additional delays is equal to the number®foperty 3.2 Let G= (V,E, T,d,c) be a PDG and R_ V.
delays moved to the edge through naglsubtracted by the A set R can be legally retimed if and only if every edge from
number of delays drawn out from the edge through nodeV/ — R to R contains at least one delay.

3.1 Retiming and Rotation
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Figure 6: An example of retiming data-flow graph (a) Original (b) Whek) = 1

This property implies that the rotation operation always
preserves Property 3.1. After performing the rotation strat- pipe.cost+ c(u) — V)
egy, the dependencies in a new graph are changed, since ML(u,v) = [ K w
some delays in the graph are now moved to new edges.
This allows us to explore the possibility of parallelizing/ith cSnodg being the starting control step of that node
those nodes that do not have a direct-dependent edge fR3Ifl PiPecost is either g or ¢, depending on the archi-
their predecessors. Carefully re-scheduling those rotatggture.

nodes to new positions, the schedule length can be @¢54t. | et be the schedule length for one iteration. We
creased. . . know that the minimum number of control steps between
Nevertheless, as mentioned earlier, we also havepigjey at iterationj and node v at iteratio + k is the
consider the inter-iteration dependency. Hence a NgWeline cost associated with— v. There arek — 1 it-
schedule position assignment for a node has to be caref@ilytions between iterationsand j + k. Since all itera-
chosen to avoid conflicts in the dependency constraint gns have the same length the following equation is
tween iterations. Finding a valid scheduling position nowe relationship of the distance betweesiu) and cv):
becomes more complex since the problem now has incorf (k — 1) + (L —cs(u)) + c(v) +A > pipe.costwhereA
porated pipeline hazards. The major different from the tigspresents a number of compensated control steps fulfilling
ditional algorithm is that our algorithm requires checkinge pipeline cost requirement. Hendecan be expressed
not only dependencies of the new graph after rotatingaa A > pipe.cost— L x (k— 1) — L + cs(u) — cs(v). In or-
node but also pipeline hazards which may occur only dky to obtain a uniform schedulsjs distributed over ak
schedule a node to different processors. The following S@grations preceding iteratiar- k. This distribution results
tion discusses how to find such a dependency and avoiding, minimum values = [4], and the new static sched-
the underlying pipeline hazards in detail. ule length that satisfies the constraints with respectito
ML = &+ L. After substituting, we obtain

pipe.cost+ cs(u) — cqV) "

3.2 Minimum Schedule Length

ML(u,v) = [ "

We know that a number of delays on any edge» v,

whereu,v € V, indicates in which iteration, prior to the . :
i . Since a node may have more than one predecessor, in
current iteration, noda legally produces data for node .
order to have a legal schedule length, one must consider the

This conveys that in order to schedule the rotated nOdrenSaximum value oML. In other words, the longest sched-

Fhe p|_pel|n_e cost constraints must also be satisfied, e'g"lﬁli]glength that is produced by computing this function will
inter-iteration dependency between nodesdv. .
be the worst case that can satisfy all predecessors.

Definition 3.2 Given a PDG G= (V,E, T,d,c) and nodes 3 Algorith
u,v €V where u— v € E, the minimum schedule Iengtr;rg' gorithm

with respect to nodes u and v, MLv), is the minimum The scheduling algorithm used in SHARP appliesMie
schedu!e length required to comply with all data—dependemhction to check if a node can legally be scheduled at a
constraints. specific position. Therefore, it may happen that the ob-

The following theorem presents tML function. tained schedule will require some empty slots to be added

to compensate for the inter-iteration dependency situation.

Theorem 1 Given a PDG G= (V,E,T,d,c), an edge e= We summarize this algorithm in Figures 7 which demon-
u— ve E, andd(e) = k for k> 0, a legal schedule lengthstrates how we utilize the two important optimization func-
for G must be greater than or equal to ML, v), where tions Piperotateand Re-schedulén SHARP. Note again



INPUT : G =(V,E,T,d,c), # forwarding buffers, and # pipelines
OUTPUT : shortest schedule tab$
begin
S:= Start-Up-Schedul&); Q:=S
for i := 110 |V| step1 do
(G,S) := PiperotatgG);
if length(S) < length(Q) then Q:=§ fi od
proc PiperotatdG,S) =
[ N := Deallocat€¢S);
G := RetimgG,N);
S:= Re-schedulgs, S N);
return (Gr, S) |-
proc Re-schedulgs, S,N) =
[ foreachv € N do
csmin := max{ parentgv).cs+ cos{parentv).b;)};
csmax:= length(S);
cs:=csmin;
/* find a minimum available legal control step to scheduté
while (cs< csmax) A ((legal(cs,v,G) =
false) v ((pid := entry(S,cs)) = not available)) do
¢s++; od
if cs> csmax
then assigriS,v, csmax,v.pid);
elseassigr{S,v, cs, pid); fi
od
return (S) |

[* extract nodes from the table */
[* operate retiming technique on the nodes */

/* get an upper bound schedule length */

[* assign at the sampid */
/* assign at the obtaineplid*/

)
>
o

Figure 7: The SHARP framework: showing how the optimization functions play their roles



that the initial schedule in the algorithm can be obtainedys that its architecture has sufficient number of forward-
by any DAG scheduling algorithm, e.g., a modified lishg buffers. Furthermore, the internal and external modi-
scheduling that satisfies Property 2.1. Next, the proders for each assumption convey that the forwarding tech-
dure Piperotateis applied to shorten the initial schedul@ique can be done within one functional unit and between
table. It first deallocates nodes from the schedule tabieo functional units respectively. The set of benchmark
These nodes are then retimed and consequently rescipedblems and their characteristics are shown in Figure 4(b)
uled. The procedur®e-scheduldinds a proper position Tables 1 and 2 exhibits the simulation results from a sys-
such that the schedule length will not exceed the previdesm that contains one adder/one multiplier and 2 adders/2
length. A scheduling position has to satisfy Property 2multipliers respectively. Note that the results presented in
and Theorem 1. This process is computed in the while lothese tables were collected after running SHARP against
(Lines 8-10) which calculates an appropriate control stepch benchmark until there is no improvements for 7 con-
considering a pipeline cost and buffer size as welMds secutive intermediate schedules (i.e., seven iterations of the
Then, if the obtained control step is smaller than the cuatgorithm). Both tables present an initial schedule length of
rent one and a required unit is available, the node candsch benchmark and the final length after applying the al-
re-scheduled. Otherwise, it remains at the same positigorithm to the initial schedule (see column int/aft). The re-
As a result, the new schedule table can either be shortedoction percentage of each benchmark is presented in col-
have the same length. umn %.

Consider now the PDG shown in Figure 8. In  From experiments, the performance of the one buffer-
this example, there are 5 addition-instructions and idternal forwarding scheme is very close to the sufficient
multiplication-instruction. Assume that the target archiuffer-internal forwarding one. This is because most of
tecture is similar to the one presented in the introductigie selected benchmarks have only one or two outgoing
section (i.e., one adder and one multiplier with one-buffggige(s) (fan-out degree) for each node. Increasing the
internal forwarding). After obtaining the initial schedulequmber of internal forwarding buffers may slightly in-
shown in Figure 8(b), the algorithm attempts to reduce tBgease performance. The performance of a system with one
schedule length by calling the functidtiperotatewhich  puyffer could be worse than the one with sufficient buffers
bringsA from the next iteration, calleéls, and re-schedulefor some applications with large fan-out degrees. In this
it to cs5 (which iscs4 after re-numbering the table) of thesase, only one successive node can be scheduled earlier
addition unit. By doing so, the forward buffer 8f which by consuming the data from an only buffer and the rest
was granted td in the initial schedule, is free since thisf the successive nodes would cause the underlying data-
newA; does not produce any data fBr Then, the static dependent hazards, i.e., waiting for data being ready from
schedule length becomes 9 control steps. After runnigparent at WR-stage. For a system with external forward-
SHARP for 4 iterations, the schedule length is reducediﬁg, data can be forwarded to any functional unit in the

six control steps as illustrated in Figure 8(c). system. Therefore, the resulting schedule length is shorter
than that of the system with internal forwarding capability.
4 Experimental Results Selecting an appropriate number of buffers depends on

the maximum fan-out degree and the pipeline depth. In
We have used SHARP in experiment on several ben&@me cases only one or two buffers are enough with ad-
marks with different hardware assumptions: no foflitional buffers not producing a significant improvement.
warding, one buffer-internal forwarding, sufficient buffeAs an example, consider column 4 of Table 1 which de-
internal forwarding (in-frw.), one buffer-external forwardscribes a system with external forwarding. Particularly
ing, two buffer-external forwarding and sufficient buffeffor the wave digital filter application (benchmark 4) us-
external forwarding (ex-frw.). The target architecture {89 only one buffer is the most appropriate since the al-
Comprised of a 5-stage adder and a 6-stage mu|t|p|q:9'|’|thm results in the maximum reduction, 33%, over the
pipeline units. When the forwarding feature exists, tH@itial schedule length. Adding 2 or more buffers results
data produced at the end of the EX-stage can be forwarde@n 11% reduction. For the differential equation solver
to the next execution cycle of EX-stage as shown in Figpplication (benchmark 2), selecting two buffers is a good
ure 4(a). choice since the algorithm yields the maximum reduction.

Note that thesufficientxx forwarding assumption con-  The number of available units is also another signifi-
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Figure 8: (a) The 6-node PDG (b) the first optimized schedule table and (c) the final schedule

Benchmark Mul | Add | Sum
. 5-th Order Elliptic Filter 8 26 34

. Differential Equation Solver 6 5 11

1
2
GRERT 3. All-pole Lattice Filter 11 15
Mulltiplier E 4. WDF for Transmission Line Computation 4 8 12
5
6
7

<
N

. Unfolded All-pole Lattice Filter (uf=7) 66 24 90

. Unfolded Differential Equa. Solver (uf=5) 24 20 44
@)

. Unfolded 5-th Elliptic Filter (uf=2) 16 52 68

(b)

Figure 9: (a) 5-stage adder with internal forwarding unit and 6-stage multiplier with internal forwarding unit (b) Char-
acteristics of the benchmarks

Ben. no-frw. 1 buf/in-frw. in-frw. 1 buf/ex-frw. | 2 buf/ex-frw. ex-frw.
int/ aft % int/ aft % int/aft % int/aft % int/aft % int/aft %
58/56 2 43/42 2 43/42 2 29/28 3 29/28 3 29/28 3
20/17 15 18/15 17 18/15 17 | 14/13 7 14/12 | 14 | 12/11 | 8
50/29 42 43/24 44 42/24 42 | 24/14 | 42 | 15/12 | 20 | 15/12 | 20
25/8 68 24/8 67 22/8 64 | 12/8 | 33 9/8 11 9/8 11

191/150 | 21 | 164/145| 12 | 164/145| 12 | 89/83 7 70/67 4 70/67 4
76/63 13 54/30 44 53/28 47 | 31/24 | 23 | 28/24 | 14 | 27/24 | 11

115/111 | 4 84/80 5 84/80 5 57/52 9 54/52 4 54/52 4

~NOoO gabhWNRE

Table 1: Performance comparison for 1 adder and 1 multiplier system



cant criterion. Since most of the tested applications requiihe execution sequence of the instructions and produces a
more than one addition and one multiplication, increasisghedule in accordance with the system constraints. Not
the number of functional units can reduce the underlyingly does SHARP serve as a scheduling optimization tool,

completion time. Doubling the number of adders and muf-can be a simulation tool for a system designer as well.

tipliers makes the initial schedule length shorter than that
of the single functional unit version. According to the r
sult presented in Table 1, for the system with an externa
forwarding hardware, processing a large application, suc[lil
as the unfolded elliptic filter, the adder unit is occupied at
almost every control step. Adding more functional units is
the only approach that would reduce the schedule length.
Table 2 shows the experimental results for the system with
2 multipliers and 2 adders. (2]

According to the data from Table 2, even though we
have added more functional units to the target system the
hazard reduction percentage (ranging from 2—80 %) still
relies on the characteristic of the applications as well as tf’tsl
pipeline architectures. For example, without the forward-
ing feature, in the lattice filter application, hazards can be
reduced up to 45 percent in the 2-adder and 2-multiplier
system. For the wave digital filter (benchmark 4), the ref4]
duction is 80%.

The experimental results from both tables show that
SHARP can reduce a large number of hazards by consider-
ing all available hardware and overlapping pipeline instruc=
tions. Further, in each iteration of SHARP, the algorithm
only needs to reschedule a few number of nodes. Our algo-
rithm can also help designers choose the appropriate hard-
ware architecture, such as the number of pipelines, pipeling]
depth, the number of forwarding buffers and others, in or-
der to obtain good performance when running applications
subject to their overhead hardware costs.

_ [7]
5 Conclusion

Since computation-intensive applications contain a signif-
icant number of data dependencies and few or no control
instructions, data hazards often occur during the executid8l
time which degrades the system performance. Hence, re-
ducing the data hazards can dramatically improve the to-
tal computation time of such applications. Our algorithm,
SHARP, supports modern multiple pipelined architecture
and applies the loop pipelining technique to improve the
system output. It takes the application characteristics in
the form of a pipeline data-flow graph and target systdi0]
information (e.g., the number of pipelines and depth, their
associated types, and their forwarding buffer mechanism)
as inputs. SHARP reduces data hazards by rearranging

] P. D. Hoang and J. M. Rabaey.
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ABSTRACT -- UML is a new wave in the software industry that has continued to grow up
day by day and year by year. Currently it is widely said among system analysts, programmers,
software engineers and software-related people, of applying the UML methodology to office
and organization applications. For those who are interested in the software engineering
process, this tutorial article is aimed at introducing the basics of UML: What is UML? and
What are the fundamental working mechanisms of UML? In addition it is highly hoped in the
end that this article will do a certain degree, assist those people in making a decision whether

to bring UML to use with your office or not.
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ABSTRACT — Standardization plays an important role in settling interoperability problems.
This paper presents a survey on activities relating to IT standardization during the recent years in
Thailand. Character sets, internationalization, font metrics, and studies on Tai scripts are discussed.
In addition, the open source movements provide the stage for the standards to be realized and are
beneficial to the promotion of the standards, as summarized in the paper.
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0. Introduction

Standardization of IT in Thailand was
recognized since 1984, when there were more
than 26 sets of character codes were in use [1].
Two years later, an agreed standard code for
Thai language was announced as a Thai
Industrial Standard, TIS 620-2529/1986.
However, at that time, only the codes were
standardized. The input/output systems for
computer processing [2] have not yet been
unified. Operating systems and applications

have been localized individually, based on
different conventions. The proprietary standard
that gains the lion’s share in the market
becomes de facto, no matter how its
enhancement makes it deviated from industrial
standards. Interoperability problem is therefore
inevitable, especially in the age that different
systems are connected through the Internet.
Hence, standardization plays an important role
in moderating the plethora of practices.

Recently, the open source paradigm has been
widespread, and has become another model for

1 Published in the Proceedings of MLIT-4 : Fourth International Symposium on Standardization of
Multilingual Information Technology, October 27-28, 1999, Yangon, Union of Myanmar. It is
sponsored by CICC/MITI/MCEF. Contact person of CICC is Mr. Takayuki Sato

(sato@net.cicc.or.jp).
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software development. The openness of the
source code also gives the chance to control the
conformance to the standards of the software, as
well as the satisfaction to users’ needs.

To shape consistent language support
technology in the country, standardization
activities and responses to open source
movements are thus indispensable, and will be
described in this paper.

1. Character Sets

The national standard character set for use in
computers is TIS 620-2533/1990, from which
several character sets are derived, for example,
IBM code page 874 (cp-874), Microsoft code
page 874 (windows-874) and Apple Thai
(MacThai) [3]. These character sets are widely
adopted in proprietary software, causing
conflicts in communication among different
platforms in the Internet.

Ironically, it’s the game of the name. Only TIS
620 common characters are exchanged in
practice, with different code set labels. The
response to the code set with “unknown” name
depends on applications. Some ignore the code
set and process the text with their default
preferences, while others simply reject.

Ad hoc solutions are also ubiquitous, such as
using “is0-8859-1” or “x-user-defined” code
name for Thai E-mails and web sites, by which
Thai message could pass through the hole to the
receiver in some weak situations. But that is not
always the case.

In September 1998, the “tis-620” MIME
character set has been registered by Trin
Tantsetthi [4] with the Internet Assigned
Number Authority (IANA) of the Internet
Engineering Taskforce (IETF). A campaign has
been set up by a group of developers [4] [5] to
promote the use of the new standard MIME
character set.

In 1999, the international standard ISO/IEC
8859-11 Latin/Thai characters has been
reactivated by the ISO/IEC JTC1/SC2/WQG2,
and is becoming another potential choice of the
standard MIME character set. When applied,
“tis-620” and “is0-8859-11" are likely to be
aliases to each other.

For multilingual documents, “utf-8” [6] is
another possible alternative encoding.
Nonetheless, the lack of UTF-8 editor is still the

problem.

2. Internationalization

The third edition of ISO/IEC 14651
International String Ordering [7] has included
an informative annex describing Thai string
ordering. And, hopefully, the ordering of Thai
in the standard would be satisfactory for Thai
users.

A principle for Thai string ordering in detail has
been proposed by a group of developers [8],
and, as a consequence, the LC COLLATE
category of POSIX locale has been defined, as
well as the other categories in a later time [9].

With the cooperation with the GNU C library
project, the drafted POSIX locale has been
made effective with glibc 2.1.1, which is used in
modern distributions of Linux operating
systems, such as Red Hat 6.0. Applications
known to be internationalized and reflect the
Thai locale include Linux ‘date’ and ‘cal’
commands, GNOME calendar, GNOME panel
clock, KDE panel clock, and Perl 5.

3. Fonts

Thai fonts currently available in the market are
designed based on Roman font metrics. This is
not appropriate for Thai glyphs, since Thai
characters are written in 4 levels. As a result,
Thai glyphs are usually compressed to
accommodate space for the 4 levels, and look
smaller than Roman letters with the same point
size.

The National Electronics and Computer
Technology Center (NECTEC) therefore set up
a committee for drafting the standard metrics
for Thai glyphs relative to Roman and for
creating prototype fonts to be used in public
domain.

Three public-domain fonts, knowned as
National Fonts (NF) 1, 2 and 3, are now
available to the public. They are aimed to be
the default fonts available in every platform.
NF1 and NF3 are serif fonts. NF2 is sans serif.
NF4 is planned for a “calligraphic” model font
and NFS5 is planned for a “handwriting” model
font. Within December 1999, the official names
of these fonts will be announced as part of the
celebration of the 6th cycle anniversary (72nd
birthday) of His Majesty The King of Thailand.



4. Tai Scripts Studies

Thai language used in the central Thailand
belongs to the 7ai language family. The scripts
belonging to the family have caught the
interests from a group of standardization
committees. For example, New Tai Lue and Tai
Dam scripts have been proposed to be encoded
in the ISO/IEC 10646-1 character set.

In Thailand, Mr. Thawee Sawangpanyangkoon
has done a research on Tai scripts and has
created TrueType fonts for 13 Tai scripts,
through the funding of the Thailand Research
Fund (TRF).

We expect that more efforts will be made in the
study of unification of these scripts with Thai
scripts.

5. Open Source Movements

Several developers in Thailand have adopted
the philosophy of open-source software in their
works and have joined the world in this
movement. Linux, the free OS of Linus
Torvald, has become popular in Thailand and
many developers have joined together in
boosting the use of Thai language in the OS,
with X Window as the GUI environment.

5.1 Distributions

There are currently four local Linux
distributions in Thailand: Kaiwal Linux by
Kaiwal Software, Linux School Internet Server
(Linux SIS) and Linux with Thai Language
Extension (Linux-TLE) by the National
Electronics and Computer Technology Center
(NECTEC), and Burapha Linux by Burapha
University. These distribution developers meet
regularly and join in regular Linux/Open-
Source Symposia. It is expected that some
distributions may merge in the new releases.

5.2 Development Projects

Several efforts are made to enable Thai
language in open-source applications. Here are
some examples:

1. NACSIS-Thai Project [10] is probably
the first effort to support Thai on various
platforms that are not Thai-localized.

2. ZzzThai [11] is another project to enable

€2 Techiiical Journal
Vol 1,No. 5, November-December 1999

Thai in operating systems and applications
on various platforms.

3. Thai Linux Working Group [12] is a
Thai developer community concentrating
on developments on Linux.

4. WindowMaker [13] is a GNU window
manager project based on GNUStep. The
Thai XKB with language mode locking
allows user to input Thai characters
conveniently. A Thai developer has also
been one of the development team.

5. Mozilla [14] is an open-source project set
up by Netscape Communication Co., Ltd.,
by opening the source code of its browser
and other components. Three Thai
developers have contributed the Thai
language support to the browser [15].
Mozilla now can recognize the “tis-620”
MIME character set, and can wrap Thai
text lines appropriately.

6. Thai X Terminal is a free terminal
emulator on X Window. It has been
modified to enable Thai input/output for
natural use.

7. GNU Emacs [16] now becomes
multilingual. Collaboration between ETL
and NECTEC has been set to add complete
Thai language support and dictionary
companion to the editor environment [17].

8. MySQL [18] database server has been
modified to sort Thai fields appropriately
[19].

9. Thai POSIX Locale [9] is a set of Thai
cultural conventions for standard C library.
It works with GNU LibC 2.1.1.

10. Thai LaTeX, based on Babel package,
allows Thai documents preparation on
Linux.

11. Thai Library is an effort to define
standard API for Thai support in
applications and to provide some chosen
solutions.

6. Conclusion

Solutions and practices are usually one step
further than the standards. In such situation,
interoperability problem will call for new
standards. The Internet has proven to be the
main force in making new standard and
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interoperability adopted a lot faster than in the
past. More and more developers are now
joining force in the making of standards and
putting these standards to work

Open source model does not only provide a
means of cooperative development, but also
allows the software to be standardized, and the
standard conventions to be realized. Therefore
we take both streams as our means to develop
our information technology for the future. We
have illustrated the case of Thailand, which is
now gaining a tremendous trust from the open-
source movement. The outcome is amazing:
something real, usable and stable enough for
mission-critical applications.
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LETTERS

Dear all,

On behalf of the editor-in-chief of NTJ, I
would like to express my appreciation to all
authors who submitted papers, reviewers, and
who all have contributed to the success of
NTJ up to this point. I am very glad to inform
you that, during this period of time, there will
be two well-known conferences taking place
in Thailand. One is a 1999 IEEE International
Symposium on Intelligence Signal Processing
and Communication Systems (ISPACS'99)
and the other is the 1999 National Computer
Science and  Engineering  Conference
(NCSEC'99).

ISPACS'99

ISPACS'99 will be held during December 8-
10, 1999 at Phuket Arcadia Hotel & Resort.
In the symposium, there will be about 200
papers for presentation in 4 parallel tracks of
24 lecture sessions and 1 track of 6 poster
sessions, with 2 special sessions on Thai
language processing and VLSI architecture.

There are two tutorial sessions : "MPEG-4"
by K.R. Rao from university of Texas at
Arlington, "Wireless Telecommunication
Techniques for Fading and Interference
Environments" by Takis Mathiopoulos from
university of British Columbia. Futhermore,
there are four keynote speeches
""Challenges in Realizing the Multimedia
Mobile Communications Era : IMT-2000
and Beyond" by Fumiyuki Adachi from NTT
Mobile Communications Network, Inc., "4
Dynamic Networking Architecture Networks
for the Next Generation' by Norio Shiratori
from Tohoku University, "New Challenge of
VLSI Design in System-on-Silicon Era' by
Hiroaki Kunieda from Tokyo Institute of
Technology, and  "Intelligent  Signal
Processing in Wireless Systems' by H.
Vincent Poor from Princeton university.

This symposium is sponsored by IEEE
Communication Society, NSTDA, NECTEC,
JICA, SIIT. For more information, please
contact ISPACS'99 secretariat office at 662-

7372500 ext. 5023, 5024, e-mail : ispacs99@
kmitl.ac.th, and  http://www.kmitl.ac.th/
~reccit.

NCSEC'99

NCSEC'99 is the only national conference
dedicated specifically for the fields of
Computer Science and Computer
Engineering. It will be held on December 16-
17, 1999 at Landmark Hotel, Bangkok. Over
55 papers will be presented in 3 parallel
tracks of 16 lecture sessions and 2 poster
sessions. Two especially large sessions are on
Thai Character Processing and on Intelligent
Systems.

Besides the paper presentation, a panel
discussion on the topic  “Software
Engineering in Computer Science and
Computer  Engineering  Education” is
specially conducted in order to reflex the
national need for this particular technological
development.

Four tutorial sessions consist of “High-
Performance Numerical Linear Algebra:
Fast and Robust Kernels for Scientific
Computing” by Jack Dongarra from
University of Tennessee at Knoxville and
Oak Ridge National Laboratory, USA,
“Bayesian Networks” by Peter Haddawy
from Assumption University and University
of Wisconsin at Milwaukee, “Genetic
Algorithm and Its Applications” by Prabhas
Jongsatitwattana from Chulalongkorn
University, and “Education System Reform
in the Next Millennium — A Case Study” by
Yuen Poovarawan from Kasetsart University.

A special corner will also be dedicated to the
exhibition and a series of brief presentations
about “Linux Clustering” headed by
Putchong  Uthayopas from  Kasetsart
University.

On December 16, The keynote speech by
Jack Dongarra will be on the topic “High-
Performance Computing and Netsolve: A
Network Server for Solving Computational
Science Problems”. On December 17, there
will be an invited talk by Thaweesak



Koanantakool, director of the National
Electronics and Computer Technology Center
(NECTEC).

The NCSEC committee consists of a number
of lecturers and researchers from many
universities in Thailand. NCSEC’99 is hosted
by Department of Computer Science, Faculty
of Science and Technology, Assumption
University, and is sponsored by Assumption
University and NECTEC. For more
information, please contact 300-4543 — 53
ext. 3680..2, e-mail : ncsec99@s-t.au.ac.th
and http://www.s-t.au.ac.th/~ncsec99.

I hope these two conferences will stimulate
basic researches in our beloved country to be
full with a sense of well-being and will
solidify the freindship among the computer
scientists and engineers in the fields.

Furthermore, there is a letter from Assoc.
Prof. Preecha Yupapin states fact about basic
researches in Thailand in the field of optics. I
hope it contains a valuable information for
optics interested groups of people. Lastly, 1
would like to cordially invite you to submit
papers, tutorials, and letters to our NECTEC
Technical Journal to disseminate knowledge
to the public.

Chularat Tanprasert

Editor-in-Chief

Research in Optics Technology

We are recognized that basic research in
science and technology as much as product
oriented development firmly economical
growth. Optics is one of the major subjects
which is popularly studied in the next decade.

Astonishing as the demand for
wavelength division multiplexing, (WDM)
has been rapidly growth for the use in WDM
systems. Each category of components has
experienced this rise, including lasers,
multiplexers and  demultiplexers, and
amplifiers. The trend toward blending
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DWDM and data transport technologies is

creating new opportunities for optical add-
drop multiplexers and cross-connects.

Optics research in Thailand is increased in the
next century due to the demand of technology
and industry. Optical technology has shown
the advantage such as the wuse in
communication for high speed communica-
tions, optical computer, holographic movie,
optical metrology and medical optics, etc.,
which may be divided into the following
groups.

Optical Theory

This group studies the basic theory in optics
concerning optical properties and related
areas, for examples, physical optics,
geometrical  optics,  holography  and
metrology. These areas are studied to support
the experimental groups. Numerical method
is also used for the prediction of the
theoretical study in wide area of research.

Fiber Optics

Fiber optics with the applications in either
communication or sensors are studied in this
group, heading for principle of new devices
and technologies such as optical switching,
optical filter, optical signal processing, i.e
WDM technology and the use of plastic
optical fibers, nonlinear properties such as
optical bistability or chaotic switches, soliton
and fiber amplifier.

Photonic Materials

The searching of new materials for photonic
devices are focused in this group. These
devices are concerned about the material
applications for transmitters, receivers and
modulators, where the applications can be
more useful and helpful if the device
characteristics can be described concerning
the realistic applications.

Laser Applications
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This group uses laser to study the optical
material in the form of thin film which are
concerned their optical properties,. The
material processing by laser is also
investigated, where the application linking to
the industry is the major activities of this
group. Laser theory is also studied in this
group. The designing of laser system, laser
cavity and components are also in the plan of
their research.

Optoelectronic Devices

They work on quantum well devices for
transmission and detection, either for sensors
or communications which is widely explored
based on semiconductor and quantum well
devices. The devices characteristics are also
studied with networking control.

Acousto-Optics

This group is focussed on the use of acousto-
optic modulator for optical communication,
i.e. external moderation either experimental
or theretical works.

Magneto-Optics

They work are the study of optical properties
of magnetic material which is focussed on the
technique to serve either basic research and
applications in science and technology.

KMITL is known as a leadership institution
in applied science and technology, where the
basic optical research and technology has
been taken place in either science and
engineering faculties. There are 8 research
and development (R&D) groups with a total
of 50 researchers working in optical
technology and related fields. There is a
Ph.D. program by research which has been
established in the Department of Applied
Physics, Faculty of Science in either national
or international programs.

Assoc.Prof. Dr. Preecha Yupapin
Lightwave Technology Research Center,

Department of Applied Physics,
Faculty of Science, KMITL




