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ABSTRACT: Recently, the mobile network technology is moving from second generation to third generation,
known as International Mobile Telecommunications 2000 (IMT-2000). IMT-2000 not only provides
conventional services offered by second generation mobile phones but also mobile multimedia services as well
as the capacity needed for high traffic volumes. ATM (Asynchronous Transfer Mode) has been chosen as the
switching and multiplexing technology for carrying all signals in the future B-ISDN (Broadband ISDN). ATM
is expected to be a core of both wireline and wireless networks. In this paper, we present an investigation of
ATM network technology for IMT-2000 mobile networks. Our study work will focus on internetworking
architecture of IMT-2000 and ATM. We first show some limitations of AAL-1 (ATM Adaptation Layer 1)
when it is used for carrying low bit rate voice. In contrast, when assessing the use of AAL-2 for carrying low bit
rate voice, AAL-2 offers a number of advantages when compared with AAL-1. We briefly reviewed network
architecture issues related to internetworking model. Some alternative ways to apply ATM as a switching
technology for mobile networks are presented. We have shown that AAL-2 can carry voice traffic from CDMA
(Code Division Multiple Access) mobile networks efficiently. We have addressed some challenge issues which
may be concerned of future research topics.

KEY WORDS: ATM, IMT-2000, Mobile, Wireless, Internetworking
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ATM (Asynchronous Transfer Mode) as the switching and

1. Introduction multiplexing technology for carrying all signals in the
] ) o future B-ISDN [3],[4],[5]. ATM uses fixed-length packets,
It is clear that Broadband Integrated Service Digital  (ajjeq cells, and is a virtual connection-oriented. The cell

Network (B-ISDN) is playing a.centra.I role in the evglution length of 53 bytes (5-byte header + 48-byte information
of future networks. B-ISDN is designed as a universal field) is an engineering compromise to accommodate

network to de.liver a broad diver.sity. of traffic types [1],[2]. conflicting requirements of a whole range of traffic types,
ITU (International Telecommunications Union) has chosen . computer data or real-time traffic such as voice or

" supported by NECTEC research grant 2542, 3™ Generation Mobile Phone (IMT-2000) project.



video. ATM network consists of a set of ATM switches to
multiplex/demultiplex traffic streams. Each ATM switch is
connected by point-to-point ATM links. Each ATM link
can accommodate several VPs (virtual path) and each VP
may comprise a number of VCs (virtual channel)[6]. This
allows the aggregation of dissimilar types of traffic streams
easier to accomplish in one ATM link.

Over the pass few years, wireless mobile communications
has been rapidly growing in terms of users, services
offered, and geographical coverage areas. Several wireless
technologies are already in use, including analogue systems
and digital systems based on time division multiple access
(TDMA) and Global System for Mobile Communications
(GSM). Recently, the mobile network technology is
moving from second generation to third generation, known
as International Mobile Telecommunications 2000 (IMT-

€2 Techiiical Journal
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2000)[10]. IMT-2000 not only provides conventional
services offered by today mobile phones but also mobile
multimedia services as well as the capacity needed for high
traffic volumes, e.g. upto 2 Mbps, as shown in Figure 1
[11]. ATM is expected to be a core of both carrier networks
and enterprise networks including wireline and wireless. It
seems that ATM technology will be gradually interacted
with wireless mobile networks [21],[23],[24],[25]. In this
paper, we first briefly review network architecture issues
related to internetworking model between ATM and IMT-
2000. Some alternative ways to apply ATM as a switching
technology for mobile networks are presented. We have
shown that AAL-2 can carry voice traffic from CDMA
(Code Division Multiple Access) mobile networks
efficiently. We have addressed some challenging issues
which may be concerned of future research topics.

Mobile Multimedia Broadcast
o o ol »
) i ”~
M Video s I Remote Information
conference el medi_Ciﬂe Distriion
3ga4x | (e cualit) Access servives Services Ilobile TV
Video TATATAT News
cnnferen_ce
64K M Email Weather
Electronic [EDN Forecas
fip ewspaper || Karaoke e IMobile
22K Voice Pager [uformation Radio
Tellfphm IP telephony || mail EIECHFOhE
16K |[conference publishing Spotts
eto. o - [rformation

98K T — Electronic|| Faz Leisure
elephone Mai o s
2 AR ail [nformation
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Symmeitric Asymmetric Multicast
< > <€ >
Point-to-point Multi-point

Figure 1 Various services offered by IMT-2000

The paper is organised as follows: Section 2 will describe
ATM mechanism for carrying voice traffic. Section 3 will
describe the internetworking architecture of IMT-2000
and ATM. We will present some challenging issues to
deal with such architecture in section 4. Section 5
concludes our paper.

2. ATM Network Technology

ATM is expected to be an efficient transport of
heterogeneous traffic with several key advantages as
mentioned above. ATM reference model, as defined by
ATM Forum [27], is described with reference to Figure 2.

~

Plane Management

/ Layer Management
ﬂomml Plan User Plane
Higher Layers Higher Layers

ATM Adaptation Layer

ATM Layer Prefocol
ayers at
Physical Layer the UNI

Figure 2 B-ISDN Protocol reference model.

The user plane is concerned with transfer of user
information, flow control, and recovery functions. The
control plane deals with call connection establishment and
release, while the ATM Adaptation Layer (AAL) is
concerned with a number of processes necessary to
transform the user data stream into a format suitable for
ATM. More details of AAL will be described in next
section. Among others, the user information is partitioned
to form individual ATM cells at the source node, and
reassembled again at the destination node.

ATM uses a fixed cell length, 53 bytes long. There are two
different formats of ATM cell header, one for use at the
User-to-Network Interface (UNI) and the other one for use
at the Network-to-Network Interface (NNI) as shown in
Figure 3.

Main advantages of ATM are:

[0 ATM is a connection-oriented network, with each
connection setup being assigned with its QoS
(quality of service) requirements, e.g. delay, loss and
cell delay variation,
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[J With ATM, the incoming traffic channels are
aggregated using statistical multiplexing into one
communication link[7]. High system utilisation is
easily obtained,

[J ATM offers a very high speed of data transmission
rate, from few hundreds megabits per second to
gigabits per second per channel[8],

[1 ATM provides multi-priority services of traffic types
[91,

[1 ATM enables the use of single management system
providing end-to-end functions, e.g. fault isolation,
performance monitoring,

[J ATM is scalable technology.

Bit
g 54 0
GEC VEL 1
VPI VCI 2
VCL j
VeI [ pmr [crP | Bue
HEC 5 vt
Payload :
53
(@)
g 54 0
VEL 1
VI | Vel 2
VI 3
VCl [ o Jcp ‘5‘
HEC
Payload
53
(b)

GFC = Generic Flow Control VPI = Virtual Part Identifier
VCI = Virtual Channel Identifier PTI = Payload Type Identifier
CLP = Cell Lost Priority HEC = Header Error Check

Figure 3. ATM cell headers: (a) UNI and (b) NNI.

3. ATM Mechanism for Carrying Voice
Traffic

In this section, we investigate how efficient ATM can
carry low-bit-rate voice information. AAL (ATM
Adaptation Layer) service is employed to carry voice
traffic, both for wireless and wireline networks. The
structure of AAL is shown in Figure 4.

In ATM, AAL is considered as a mean of transport to
carry all traffic types. There are 5 types of AAL services:
AAL-0, AAL-1, AAL-2, AAL-3/4, and AAL-5. AAL-1
and AAL-2 are used for real-time traffic while AAL-0,
AAL-3/4 and AAL-5 are used for non-time sensitive
traffic. AAL-1 has been standardised in both the ITU-T
[12] and ANSI since 1993, is incorporated in the ATM
Forum specifications for Circuit Emulation Services
(CES), and is offered by several ATM equipment
manufacturers. AAL-1 provides the following services to

the AAL user:

[] Transfer of service data units with a constant source
bit rate and the delivery of them with the same bit
rate,

[J Transfer of timing information between source and
destination,

[] Transfer of structure information between source and
destination,

[J Indication of lost or error information not recovered
by AAL-1, if needed.

Type Type § [Type 2]y [ Type J[Types
0 1 3/4
Cs

CS CS SSCS SSCS
CPCS CPCS

CcS

[l

SAR SAR SAR SAR SAR

ATM Layer

Figure 4. AAL structure and ALL service types.

However, although AAL-1 is offered by many vendors
AAL-1 should not be considered an optimum solution for
Voice and telephony over ATM (VTOA) with the
following reasons:

[J Only a single user of the AAL can be supported (per
virtual channel),

[ Reducing delay requires significant additional
bandwidth (if its peak is high),

[J Not allow for partially filled cells (always 47 bytes of
payload), bandwidth is used even when there is no
traffic,

[] Voice is always 64kbps or bundles of 64kbps (N x
64), this means that each connection requires at lease
64 kbps,

[ No standard mechanism in the AAL-1 structure for
compression, silence detection/suppression, idle
channel removal, or CCS (Common Channel
Signalling),

[] The bandwidth cannot simply change to meet new
application requirements.

As mentioned above, AAL-1 has some limitations and
may not operate efficiently to carry low-bit-rate voice
traffic. ATM Forum and ITU-T study Group (SG) 13 of a
new service in AAL layer that can carry low-bit-rate voice
information have been discussed [13]. The primary
requirement on the new AAL is to provide efficient
transport of small native packets over ATM networks in
such a way that allows a very small transfer delay across
the ATM network while still allowing the receiver to
recover the original packets. To this end, AAL-2 with
multiplexing capability is established. New AAL-2
provides the following advantages when compared with
AAL-1[13],[15],[16]:
[J Efficient bandwidth usage through VBR service,
[J Support for voice compression and silence
detection/suppression,
[J Support for idle voice channels detection,



[J Multiple user channels with varying bandwidth on a
single ATM connection,
[1 VBR ATM traffic class which allows the bandwidth
changed.
Figure 5 shows the scenario of how new AAL-2
multiplexes several voice traffic into one channel (one
virtual channel (VC) in ATM context). Each 64 kbps
voice channel is compressed by using the CS-ACELP
scheme [17] with silent suppression. During silent period
there is no data to send. New AAL-2 is suitable for
compressed wireline telephony, wireless telephony, and
wireless data. Some performance results have been
evaluated [18],[19],[20],[21].

CPS (Common Part
Sub-layer) packet

| 5555
.—.—_"—l ATM cell
Ly [ 01 —» [

CODE”

64kb/s
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Figure 5. Voice and telephony multiplexing over ATM
using AAL2.
To allow AAL?2 to multiplex several voice and data traffic
into one ATM channel, the cell structure has been
standardised in ITU-T SG 13 in AAL-2 [13], as shown in
Figure 6 [14]. Multiple voice channels can accommodate
in one ATM cell and belong to the same VC.

Figure 7 shows in details how multiple voice channels can
be multiplexed into one ATM cell. Each voice signal
(indicated by logical link connection (LLC)) is assigned to
a short cell (7 octets long). A short cell header, 3 octets
long, is added to in front of each short cell. The short cell
is referred to as a common part sub-layer (CPS) packet. A
channel identifier (CID) is included in the CPS header to
identify the original and destination of the CPS packet. A
start field (STF), one octet long, is placed in the first byte
of a standard ATM payload to indicate starting position of
CPS packet in each ATM payload. The STF is needed
because the cell payload may contain the remainder of a
CPS packet from the previous cell.

Silence Ch 77

Voice Voice
Ll Ch155 | | Ch1

il Sl Nk nltl AR

TN XY NV e N

o
i
[=)
@
2
o
W
Voice Voice

AAL2 user C:‘_‘ C%7

AALZ

Commeon part

ATM cell
ATM

ATM cell

Packet.header

f(lell header

Figure 6. Voice and data multiplexing in AAL-2.

LLC=1 LLC=2 LLC=3

10 bytes
Packet Packet Packet
header header header
(CID=1) (CID=2) (CID=3)
5 bytes.
ATM ATM
header |STF header |STH
< .

T ATM cell (53 octets)

Figure 7. ATM cell structure for supporting AAL-2
multiplexer

Figure 8 shows structure of CPS packet header and start
field. CPS packet header is 3 octets long and STF is one
octet in length. CID is used to indicate channel number of
the original voice source. Length indicator (LI) is the

length of the short packet and header error check (HEC) is
used for error checking of each short packet’s header.
Each field in the STF is used as follows: Offset field
(OSF) is the offset position in ATM cell. Sequence
number (SN) is a modulus two of the short packet, and
parity bit is used for parity check of the STF.

CP3 packet header (3 octets)

- -
T, P ol
CID 8 LI RES HEC
bits £ bits 5 bits 5 bits
Start Field (3TF) 1 octet
- -
Y Fal
Offset Field (05F) | Sequence Mumber Parity
£ bits (B1) P
1 kit 1 bit

CID=Channel Identifier
RES=Reserved

LI=Length Indicator
HEC=Header Error Check

Figure 8. Structure of packet header and start filed.
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Figure 9 [22] demonstrates the performance comparison of
AAL-1 and AAL-2 to carry voice traffic on T1 link in
various time delays. We see that AAL-1 can carry up to 20
voice sources even we increase time delay. AAL-2 with
voice compression, 64k and 32k, can carry more voice
channels when delay time increases, almost 4 times higher
than AAL-1. Figure 10 shows a number of users
supported by AAL-1, AAL-2, and AAL-5 when voice
coding rate is varied. We can notice that AAL-2 gains a
much higher number of users when voice coding rate is
low.

100
3 AAL-2/32k
80+
o
= L
% ol /
= L AAL-2/64k
< -
I A0[ e
o L
] I AALL L
0

DELAY (msec)

Figure 9. Number of voice channels carried by AAL-1 and
AAL-2 when delay is varied.

300
250
200
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Figure 10. Number of users supported by AAL-1, AAL-2
and AAL-5 when voice coding rate is varied.

4. IMT-2000 Architecture

It is expected that IMT-2000 mobile phones will offer
broad-range of services to users; which include high
quality audio, real-time video, video conferencing,
facsimile, information retrieval such as file transfer and
Internet access [29],[30],[31],[32]. The third-generation
air interface standardisation for the schemes based on
CDMA seems to focus on two main types of WCDMA
(Wide-band CDMA): network asynchronous and network
synchronous, as shown in Figure 11 [31]. In the former
schemes (WCDMA 7 proposed by ETSI and ARIB, and
TTA-II 8 WCDMA proposed by Korea) the base stations
are not synchronised while in the later schemes (TR45.5
(or cdma2000) proposed by the United States and TTA-I 9
proposed by Korea) the base stations are synchronised to
each other within a few microseconds. All schemes are
geared towards the IMT-2000 radio transmission
technology selection process in ITU-R TG8/1.

The main objectives for the IMT-2000 air interface can be
summarised as follows:

[1 To provide data rates at least 144 Kb/s in a vehicular
environment, 384 Kb/s in a pedestrian environment,
and 2048 Kb/s in an indoor office environment,

[l High spectrum efficiency compared to existing
systems,

[1 High flexibility to introduce new services.

Iid-2000 proposals

ideband edmalne

Figure 11. Relationship between WCDMA schemes and
standards bodies.

The fundamental differentiation between 2™ and 3™
generation mobile phones is the much improved data
services. The most significant improvements over 2™
mobile phone on the signalling are: Change of reverse link
design from non-coherent to coherent demodulation,
adoption of turbo code by both cdma-2000 and WCDMA
developers for high-speed data transmission, and use of
ISMA with capture for short data bursts. On the network
side, the world of 2nd generation wireless is divided into
those supporting roaming protocols based on both
GSM/MAP and 1S-41. Harmonised IMT-2000 standard is
expected to support both as a compromise. Figure 12
shows the coverage area, mobility and information bit rate
of various mobile systems.

User bit rate

2 Mbfs ——

IMT-2000
384 Kis

GSM edge

Evolved second generation (GSM HSCSD and GPRS, 15-95B)

144 Kbfs

/!
e Basic second generation (GSM,15-95, 15-136, PDC)

Fixed [ low mobility Wide area [ high mobility

Figure 12. Bit rate versus coverage area/mobility of
various mobile phones

5. Internetworking architecture of
IMT-2000 and ATM

ATM network is designed for transmission media which is
very low bit error rates, e.g. upto 10™°. It was questioned
whether ATM will work in the highly noise wireless
environment. This problem can be solved by extending
media access layer, called radio access layer. To do so,



the conversion unit has to be setup between mobile and
ATM networks. This means that ATM networks not only
are able to carry traffic between mobile and mobile
networks but also mobile networks to other kind of
networks, e.g. wireline networks, computer/data networks
as shown in Figure 13 [25]. Applying ATM technology
for IMT-2000 infrastructure networks is efficient. Both are
statistical multiplexing and short-packet based-technology.
In order to handle various signals from difference mobile
phones, direct transport of standard ATM cell may not
work effectively when the traffic is low bit rate voice
signal. A number of integration of wireless and wireline
networks has been proposed [25],[26],[28]. However,
there are several points to be considered regarding to
mobile and ATM protocol architectures. In this section,
we will concern with data link layer, e.g. ATM Adaptation
Layer (AAL) and ATM Layer (or cell layer).

Figure 14 shows a possible way to apply ATM as a
switching technology for mobile networks. WCDMA
(Wide band CDMA) and ATM are both statistical
multiplexing and short-packet based-techniques. As a

W-CDMA

A
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result, the system takes a high bandwidth utilisation.
Therefor, AAL-2 is employed as multiplexing/de-
multiplexing to improve transmission efficiency in mobile
networks.

WwWw

i Server

dgent Cormmm,

ATM

Mobile Multimedia
Network

Z Group
r Ware
Mabile JIP

"B B

E-mail Rermote LAN

FDA,
Mobile Office Sub-MNote PC Access Agent Comm.

Figure 13. Mobiles, wireline, legacy LANs, and ATM
internetworking model

ATM

L 4

Link

—:—'—’_'-'_'_/_ﬂ_
FPacket and
citeuit switching

Figure 14. Applying ATM as a switching technology for IMT-2000

Figure 15 demonstrates how to employ AAL-2 as a
switching technique for IMT-2000. Layout of protocol
stacks of internetworking between IMT-2000 and ATM of
Figure 14 can be depicted by Figure 16. We can notice

from the protocol stack that multiplex and demultiplex of
WCDMA signals are coupling to AAL-2 layer which also
has a multiplexing capability.
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Figure 15. Applying switching AAL-2 in ATM for IMT-200 networks
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Figure 16. Protocol stacks for internetworking between ATM and IMT-2000

To demonstrate how efficient AAL-2 can carry voice
traffic from CDMA mobile networks to a core network,
some numerical results have been carried out [34],[35]. In
[34], CMDA rate set 2 with a vocoder full rate of 8.1
kbps, 50% at the full encoding rate of 14.4 kbps and 50%

at the rate of 1.8 kbps (silence), is used. The analytical
results are summarised in 7Table I with various kinds of
carrier services. It shows that AAL-2 performs best. Note
that, even frame relay network performs similar results,
however, the efficiency gains are not considered.

Table 1 Number of voice calls supported for CDMA rate set 2.

Transmission Max delay MNumber of voice calls supported

facility (Mbpsy | variation (rms) AAT-Z Frame relay TDIL AAT-1/AAT-Z
T1 (1.536) 20 123 125 24 72
T1(1.536) 5 104 108 24 72
T3 (44.7) 20 4,090 3,500 672 2,108
T3 (44.7) 5 3 964 3023 672 2108

Diversity handover control. In soft handover, a
mobile station is connected to more than one base
station simultaneously. Soft handover is used in
CDMA to reduce the interference into other cells and
to improve performance through macro diversity.
Softer handover is a soft handover between two sectors
of a cell. Base stations in WCDMA need not be
synchronised, and therefore, no external source of
synchronisation is needed for the base stations.
Asynchronous base stations must be considered when
designing soft handover algorithms and when
implementing position location services.

In WCDMA, the diversity handover technique is used
to improve the quality of service. In order for diversity
handover to work efficiently, ATM transmission is
required to access network between active BSCs.
Sending and receiving signalling messages associated
with the handoff procedure can be time-consuming (if
using virtual trees fashion), leading to large handoff
latency delays, and consequently, increasing
probability of cell loss. To increase the efficiency of
handover, a base station may have ATM switching
capacity allowing for ATM connection can be routed
directly between adjacent base stations [29].



Figure 7 shows how diversity handover works. In this
scenario, radio frames come from BS-1 and BS-2 (Figure
17 (a): up-link). BSC picks the same radio frame number
from both BSs. BSC makes a comparison using quality
information and then selects the highest quality frame
before forwarding to the core network. In the down-link,
Figure 17 (b), BSC adds frame number to the user data
before putting in ATM cell. The ATM cell is made into two
copies before sending to each BS. We note that soft
handover can occur among up to three cell sites
simultaneously, in which case it is called three-way soft
handover.

W-CDMA ATM
« »< >
Radio frame
Frame number
Quality info
ATM cell header

(b) Down-Link

Figure 17. Diversity handover process

Figure 18 illustrates an example of connecting ATM route
paths during a mobile moving. In this scenario, mobile
phone MS) which belongs to cell site Cy has a conversation
to MS; which belongs to cell sit Cs. During conversation,
MS;, moves from cell site Cy to C;, C,, and C; respectively.
A connection between base station and ATM switch (VCC)
needs to be established appropriately to an active base
station. It may connect to other switches, e.g. switch A to
E. If this situation exists, new optimal path may be needed
to re-compute, e.g. as shown by dot line.

Figure 19 illustrates an example configuration of the whole
network. Each base station may connect to local ATM
switch. A number of base stations connected to ATM
switch may be an engineering design choice. A group of
local switches is connected to a public ATM switch which
may connect to other networks.
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Figure 18. Connection path between mobile stations and
ATM switches during mobile station moving.
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Figure 19. Typical example of internetworking between
wireline and wireless networks.

6. Challenging Issues

6.1. The Internet Engineering Task Force (IETF) has
proposed IP Mobility (IPM) based network [33], so
called Packet Telephony [36] or Internet Telephony
[37]. This Mobile IP concepts and multimedia
services could be [42]. To meet that end, it could be
point-to-point, point-to-multi-points, circuit-switch
and packet-switch capabilities must be provided.
This could be a challenging issue to investigate
when IPM used by IMT-2000 travels across ATM
networks. Mobility support for IP over wireless
ATM is presented in [38],[39].
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6.2. Even the future mobile network, such as IMT-2000,
is expected to be able to serve heterogeneous traffic,
the main traffic may still be voice. Voice and
Telephony over ATM (VTOA) is a part of an
ongoing convergence to a single network
technology [15],[40],[41]. When voice and
telephony are combined with other services, e.g.
electronic mail, voice mail, mobile radio — as shown
in Figure /-, multiple simultaneous access per MS
(Mobile Station) must be capable. To that end, an
appropriated model need to be employed.

ATM has been chosen as a promising transportation
technology in IMT-2000 [42]. Their
internetworking, between IMT-2000 and ATM, are
in progress. As wee note above, MS is able to serve
a variety kind of traffic simultaneously, two
categories services, AAL2 and AALS, have been
propose [42]. However, some technical issues may
not be clearly defined [43],[44], especially in AALS
(which is the best effort service). Moreover, ABR
(Available Bit Rate) service which has been chosen
by ATM Forum [45] to delivery non-time
sensitive/lose sensitive traffic in ATM networks
needs to be studied on its performance/algorithm
when interoperated with IMT-2000.

6.3. Figure 20 shows the coverage and bandwidth of
existing and forthcoming wireless technologies.
Wireless ATM could be considered as a next
generation of mobile networks. IMT-2000 will
provide voice and data transmission rate upto 2
Mbps while wireless ATM will provide access rate
upto 25 Mbps [46]. Both systems will have some
interfacing parts to exchange their data. This issue
may be concerned.

' Coverage vs. bandwidth
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0.000 I AMP
—
Indoor (30 m) Local {500 m) Wide area

Figure 20. Coverage and bandwidth of wireless systems

6.4. Global roaming and internetworking between
various wireless systems via more than one kind of
intermediate/core networks is challenging. For
example, Figure 21 shows the interconnectivity of
the IMT-2000 systems and identifies all possible
network-to-network interfaces (NNIs) in a global
roaming environment [47]. In some cases of
interconnection may contain more than one physical
representation of each type of generic functional

networks. In addition, the physical representations
may not be directly interconnected, making it
necessary to use a transit or intermediate network.
This may create a high complexity protocol.
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(serving) network / \
L
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networl
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Previous visited
(serving) network
upporting
K
Intermediate/

transit network |

Home mability
network
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netwiork

-+ Fossible physical NNI

Figure 21. IMT-2000 interconnectivity in a two-domain
global roaming environment.

6.5. In ATM networks, we need to consider an overhead
used by each service. Table 2 shows that even AAL-
2 can carry the largest number of voice channels
compared with other AALs, however, it has the
biggest overhead; almost 40 percent of used
bandwidth. It is interested how to reduce the
overhead of this scheme while maintaining a similar
performance. Enhanced mechanism may be
proposed.

Table 2 comparison of overhead and number of voice
channels between various AAL services

Service Types Overhead Voice
%o Channels
AATL-1 11 72
AAL-2 (Original) 15 72
AAL-2 (New) 38 123
AAL-3/4 32 72
AATL-5 24 72

7. Conclusion

In this paper, we have shown the performance of ATM
networks to carry low bit rate voice traffic. AAL-2 (ATM
Adaptation Layer 2) protocol with channel multiplexing
capability has been designed to support low bit rate delay-
sensitive services to delivery the required QoS and
maintain high efficient resource utilisation. We have found
that ATM offers a number of advantages over other
technologies, e.g. frame relay, TDM. Applying ATM
technology for IMT-2000 infrastructure networks is
efficient. Both are statistical multiplexing and short-packet
based-technology. As a result, a network gains a high
system utilisation and packetisation delay could be
eliminated. Furthermore, ATM offers a fast mobility and
soft handover supported in W-CDMA based-mobile
networks. However, some works are on going in progress,
some challenging issues have been addressed in this paper.
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AAL ATM Adaptation Layer

AC Authentication Centre

ADPCM Adaptive Digital Pulse Code Modulation

AMF Authentication Management Function

ATM Asynchronous Transfer Mode

B-ISDN Broadband ISDN

BS Base Station

CCAF Call Control Agent Function

CCF Call Control Function

CCS Common Channel Signalling

CDMA Code Division Multiple Access

CDV Cell Delay Variation

CID Channel Identifier

CN Core Network

CODEC Coder/Decoder

CPCS Common-part Convergence Sub-layer

CPS Common Part Sub-layer

CS Convergence Sub-layer

GLR Gateway Location Register

GMSC Gateway MSC

GSM Global system for mobile
communications

HEC Header Error Control

IETF Internet Engineering Task Force

IMT-2000 International Mobile Telecommunications
2000

1P Internet Protocol

IPM Internet Protocol Mobility

ISDN Integrated Service Digital Network

ITU International Telecommunications Union

LI Length Indicator

LLC Logical Link Control

LMF Location Management Function

MAC Medium Access Control

MCF Mobile Control Function

MRTR Mobile Radio Transmission and
Reception

MSC Mobile Switching Center

MT Mobile Terminal

PCM Pulse Code Modulation

QoS Quality of Service

RACAF Radio Access Control Agent Function

RAN Radio Access Network

RFTR Radio Frequency Transmission and
Reception

RNC Radio Network Controller

SACF Service Access Control Function

SAR Segmentation and Reassembly

SCP Service Control Point

SDP Service Data Point

SIBF System Access Broadcast Information

SNCF Satellite Network Control Function

SRF Special Resource Function

SSCS Service-specific Convergence Sub-layer

STF Start Field

TDMA Time Division Multiple Access

VBR Variable Bit Rate

VLR Visited Location Register

VOCODER Voice Coder

VTOA Voice and Telephony over ATM

WCDMA Wide-band CDMA
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ABSTRACT -- This paper proposes a closed set, text-dependent speaker identification system for Thai
language. Speaking text used in this system is Thai digit 0-9. From our preliminary experiments, a pattern
matching technique namely Dynamic Time Warping (DTW) has shown a very good performance, especially for
text-dependent system. This work consequently focuses on DTW based system with several comparative
studies. Changes of number of sound references and some significant DTW parameters, e.g. time-alignment
window, are evaluated. Three algorithms for practical implementation of DTW are proposed and compared.
Various kinds of popular speech features are conducted in experiment. Furthermore, experiment on longer
speaking-text using concatenation of isolated digits is performed with a new efficient decision technique,
proposed especially for concatenated speech system.

KEY WORDS -- Thai language speaker identification, Dynamic time warping
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ABSTRACT - Kasetsart University Research and Development Institute (KURDI) by cooperation with Asia-
Pacific Advanced Network (APAN) establishes and services biological sequence databanks. We provide free of
charge for researchers and general person at web site: http://bio-mirror.ku.ac.th and ftp site: ftp://bio-
mirror.ku.ac.th/biomirror. The currently total databanks are about 28 Gigabyte in compressed format and
include many subdata that separate 3 widely groups. 1) DNA sequence database include GENBANK, BLAST,
DDBJ, EMBL and RICE; 2) Protein sequence database include PROSITE, BLOCKS, PFAM, PIR,
SWISSPROT, and TREMBL and 3) Other sub database include ENZYME, REBASE, TAXONOMY, and
UNIGENE.

Beside, there are many software engines used for analyze and manage biological sequence database in
Bio-Mirror that is useful to researcher and general person. Bio-Mirror helps users in Thailand for high-speed
access to increase performance in using network that connects other countries. Moreover Bio-Mirror is useful to
biological technology researcher and information technology researcher for research and development in the
future.

KEY WORDS - Biological Database, DNA and Protein Sequences
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New VLSI circuits for fast, low-cost binary adders
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Abstract - Adders are of fundamental importance in a wide variety of digital systems. Many fast adders
exist, but adding fast using low area and power is still challenging. This paper presents a new bit block
structure that computes propagate signals called “carry strength” in a ripple fashion. Several new adders based
on the new bit block structure are proposed. Comparison with well-known conventional adders demonstrates
that the usage of carry-strength signals allows high-speed adders to be realised at significantly lower cost and
consuming lower power than previously possible.

Key Words — Adder, carry-skip, VLSI
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researchers have redirected their efforts to the realization of
low-power adders that also achieve high speed. Due to this

1. Introduction

The importance of a fast, low-cost binary adder in a digital
system is difficult to overestimate. Not only are adders
used in every arithmetic operation, they are also needed for
computing the physical address in virtually every memory
fetch operation in most modern CPUs. Adders are also
used in many other digital systems including
telecommunications systems in places where a full-fledged
CPU would be superfluous. Since delay is one of the most
important properties of any addition circuit the design of
high-speed adders is one of the main goals of the digital
system designers. Nevertheless, in the last few years many

Dr. Vitit Kantabutra was supported in part by an Idaho State
University Faculty Research Committee grant.

many styles of adders exist in literature, but it is quite
difficult identifying among them an adder having a
satisfactory trade-off between high-speed and low-power.
This is true either for traditional adders, such as ripple-
carry, carry-skip, carry-select and carry look-ahead, or for
the more technology-specific addition circuits proposed in
the last few years [5, 6, 7, 8, 9].

The goal of the research presented in this paper is to
consider adders that can be implemented in a wide variety
of technologies. Among such adders ripple adders are the
smallest but also the slowest. More recently, carry-skip
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adders [1, 2, 3] are gaining popularity due to their high
speed and relatively small size. Normally, in an N-bit carry-
skip adder divided into a proper number of M-bit blocks [1,
4], a long-range carry signal starts at a generic block B,
rippling through some bits in that block, then skips some
blocks, and ends in a block B,. If the carry does not end at
the LSB of B; then rippling occurs in that block and an
additional delay is needed to compute the valid sum bits.
Carry-look-ahead and carry-select adders [1] are very fast
but far larger and consume much more power than ripple or
carry-skip adders. Two of the fastest known addition
circuits are the Lynch-Swartzlander’s [5] and Kantabutra’s
[6] hybrid carry-look-ahead adders. They are based on the
usage of a carry tree that produces carries into appropriate
bit positions without back propagation. In order to obtain
the valid sum bits as soon as possible, in both Lynch-
Swartzlander’s and Kantabutra’s adders the sum bits are
computed by means of carry-select blocks, which are able
to perform their operations in parallel with the carry-tree.
The adders proposed in [7] and [8] are also examples of
very high-speed circuits, but they are not cut out for low-
power systems. On the contrary the addition circuits
proposed in [9] could satisfy low-power requirement, but
they are very slow.

This paper presents two new families of adders which
allow a reasonable time power trade-off to be obtained.
Both the proposed families are based on a new bit block
structure that computes propagate signals called “carry-
strength” in a ripple fashion. The first family of adders is a
family of new carry-skip adders that are significantly faster
than traditional carry-skip adders while not much larger.
The second family of adders is a family of hybrid
lookahead adders similar to those presented in [5, 6] but
significantly smaller and still comparable in speed.

In our new type of carry-skip adder, the new block
structure eliminates the delay due to the rippling at the end
of the life of a long-range carry signal. The main idea is,
that for each bit position k in a block B; we compute
whether the carry-in to position k£ comes from the carry-in
to block B;, or whether this carry is internally generated in
block B;. To this purpose we will use a new type of bit
block, in which we will compute propagate signals that
start at the LSB of the block and end at every bit position.
We find it helpful to call the complements of these “carry-
strength” signals, because they indicate for each bit
position whether the carry-in to that position originates
within the same bit block.

X(31)-X(24) Y(31)-Y(24) X(23)-X(16) Y(23)-Y(16) X(15)-X(8) Y(15)-Y(8) X(7)-X(0) Y(7)-Y(0)
| | | | [ | e
Cout 2 Cout ; Cout i Cout i j
B4 Cin B3 Cin B2 Cin Bl Cin
Don't skip Don't skip Don't skip Conventional RCA
S(31)-S(24) S(23)-S(16) S(15)-S(8) S(7)-S(0)
Carry-out
0f 0
MUX* MUX*

Figure 1. N-bit one-level carry-skip adder.

As mentioned above we will also show that carry-strength
signals can also be successfully used in hybrid carry-look-
ahead adders. The same principle described above for the
carry-skip addition mechanism is applied to bit blocks to
replace the larger blocks designed for Lynch-Swartzlander’s
and Kantabutra’s adders. These new bit blocks allow us to
avoid carry-select stages, saving significant area and power
with little speed loss.

In Section 2, the meaning of the carry-strength signals and
their computation are detailed. Then the new bit blocks for
carry-skip and hybrid carry-look-ahead adders, as well as
complete adders of these types, are presented in Sections 3
and 4, respectively. Section 5 discusses an optimisation
procedure for bit block sizes and compares an optimised
carry-skip adder of our type with a related design called the
Carry-Increment Adder (CIA) (arrived at independently using
a very different approach) by Zimmermann and Kaeslin [10],
extending the work of Tyagi [11]. In these papers the
authors found a way to reduce the redundancy in carry-select

adders, and came up with adders that are minimally slower
than regular carry-select adders, requiring significantly less
space. Interestingly enough, our blocks do have similarity to
theirs, even though the two kinds of blocks were designed
from very different points of view. Our adders are faster and
require less silicon area.

Section 6 contains all the simulation results. The new bit
blocks have been used in a 32-bit carry-skip adder and a 32-
bit hybrid carry-look-ahead adder realised in AMS 0.6um
CMOS standard cells. In order to compare the new addition
. T . e n aa

b -
¢
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layout area and consuming only 58% of the power.
Surprisingly the new hybrid carry-look-ahead adder shows a
slight speed advantage with respect to the Lynch-
Swartzlander’s scheme (also realised using the AMS 0.6pum



been also realised using the same technology. The new carry-
skip adder has shown a speed of only 5% lower than a
traditional carry-look-ahead adder, taking only 59% of the
layout area and consuming only 58% of the power.
Surprisingly the new hybrid carry-look-ahead adder shows a
slight speed advantage with respect to the Lynch-
Swartzlander’s scheme (also realised using the AMS 0.6um
CMOS standard cells library), while taking only 76% of the
layout area and consuming only 67% of the power.

2. Carry-skip addition and carry
strength signals.

The main observation that led to the carry-skip adder is that,
any bit position where the two operand bits differ will
propagate its carry in. That is, if x; and y; are the two operand
bits, ¢; the carry in and c¢;;; the carry out, then x; #y; implies
ci+1=c;. For the sake of simplicity, let us assume that as
shown in Figure 1 an N-bit one-level carry-skip adder is
divided into N/M equal-length blocks (B,,....,Byu), each of
which contains M bits [1,4]. (Our ideas are used even when
the block sizes are unequal in order to optimise speed, as
shown in Section V). Moreover, let’s X and Y be the two N-
bit operands of the adder. Any block in which all the
positions i have unequal operands (x; # y;) will propagate the
carry into the block. That is, all the carries inside the block as
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well as the carry out of the block are going to be the same as
the carry into the block. We will call a block with this
property a skip block.

Normally a long-range carry signal starts at a block B,
rippling through some bits in that block, then skips some
blocks, and ends in a block B;. If the carry does not end at the
LSB of B; then rippling occurs in that block. The worst case
delay occurs when i=1, j=N/M, the carry signal starts at the
LSB of B; and ends at the MSB of B;. In such a scenario
rippling occurs through (M-1)-bit positions of B;. In order to
eliminate the delay due to this rippling, we define the carry-
strength (CS) signal for each bit position in an M-bit block as
follows:

if k is the LSB of the block thenCS,,, =x, @y,
otherwise CS,,, = CS, +(xk @yk).

In other words, for bit position k that is not the LSB of a
block of bits, the incoming carry-strength CS; is high if and
only if the carry into the same position (C}) is independent of
the carry-in of the block containing that bit position. In case
CS;=1, we also say that the carry-in C; is strong. Otherwise
Cy is weak. Carry-strength signals are useful in a block in
which a long-range carry signal ends. To demonstrate the
usefulness of carry-strength signals, let us consider the

cs1 F\?, €S2 3 )

.

X0 YO X1 Y1 X2 Y2
|

C3

following two  complementary cases. If CS;=0,
CS3 —Z} Cs4. cs7 TD_
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[\J/] N
)
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{
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[ €6 1
0
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I
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Figure 2. The new 8-bit block for carry-skip adders.

that is, the carry is weak, it is easy to verify that C;
corresponds to the block carry-in. Thus, we can just select C;
to be the same as the block carry-in, eliminating the delay
due to rippling. On the other hand, if CS;=1, then C, is
independent of the carry-in, and is therefore known quickly.
(In other words the computation of C; starts as soon as the
adder’s operands appear, without waiting for an incoming
block carry-in). For these reasons, the existence of carry-

strength signals trivialises the delay in the ending block of a
long-range carry signal, provided that the block carry-in is
fed into a large enough buffer. Carry-strength signals can be
easily computed in a ripple fashion implementing the above
recursive definition. However, the latter rippling starts right
when the operand are ready, not having to wait for the carry-
in signal.
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Figure 3. The carry tree of the 32-bit Lynch-Swartzlander’s adder.
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Figure 4. The 8-bit block for our version of Lynch-Swartzlander-style adder.

For this reason, their computation does not influence the
critical path. It is worth pointing out that the carry-strength
signal of the MSB position in a block (CS),) indicates
whether that block can be skipped. Thus, no additional
circuitry is required to compute that event.

3. A new eight-bit block for carry-skip
adders.

The new 8-bit block for carry-skip adders is depicted in
Figure 2. It can be seen that it has been designed to exploit
the carry-strength signals without increasing the delay of the
block when the carry is internally generated. In fact, the carry

propagation path is unchanged with respect to that of a
conventional ripple-carry adder and totally new signals are
formed to compute sum bits. These new signals (namely CC))
exploit in the best manner the parallelism allowed by the
carry-strength signals (CS2,...,CS7). In fact, even though a
long-range weak carry will ripple through the carry
propagation path (i.e. CI, C2, C3, ... C6) the sum bits will
always be valid after just zyyx+ zyyvor from the time at which
the carry arrives to the block. On the other hand, if the i-th
FA receives a strong carry-in, produced in the LSB of the
block calculates the carry-out after a delay zywor+(k+1)*tyux
and the sum bit after a delay 2*zyyor +(k+1)*1yx from the
time at which the operands arrive.
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Ripple carry
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Carry-select
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Figure 5. Layouts of the adders of section III.
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Figure 6. Gate level simulation results: worst operating transition for the new carry-skip adder.

4. Introduction of modules based on
carry strengths in the Lynch-
Swartzlander adder.

Lynch-Swartzlander’s [5] and Kantabutra’s [6] hybrid
carry-look-ahead adders are two of the fastest known
adders whose area requirements are high because of the
usage of carry select stages. Using carry select stages
implies a duplication of the sum computation circuitry and

the use of a large number of multiplexers. As shown in
Figure 3, the carry tree of the 32-bit version of the Lynch-
Swartzlander’s adder uses 4-bit lookahead generators
(CLAG) to generate the carries into bit positions 8, 16, 24
and 32. The sum bits are obtained by means of 8-bit carry-
select blocks, which perform their operations in parallel
with the carry tree. The carries generated by the tree are
then used to select the valid 8-bit sum words.
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The same principle is applied to the Kantabutra’s adder,
which reaches higher speed performance due to a non-
uniform carry-tree and recursive structure. Also the
Kantabutra’s adder generate the sum bits by means of
carry-select stages. Thus in both these hybrid carry-look-
ahead adders the delay introduced by the sum computation
circuitry from the time in which the carry tree ends its

computation is just 7, -

We investigate the possibility of using non-duplicate
stages to obtain sum bits. These stages could be realised as
carry-skip adders, which use the carry-strength logic.
Since the blocks we are planning to use must work in
parallel with the carry tree, we must make sure that when a
carry is generated in such blocks, the blocks will complete
their computations during the time in which the tree
performs carries calculations.

The 8-bit block shown in Figure 4 has been designed
specifically for our version of Lynch-Swartzlander-style
adder. The signals P0,...,P7 and GO, ..., G6, correspond to
the propagate and generate terms, respectively.

The new block is organised as a carry-skip adder using
carry-strength signals (CS2,...,CS7). It contributes to the

ST T T o |

global delay with 7,,,, +7,,; When a weak carry-in

(generated by the carry tree) dies in that block. On the
other hand, when a carry is internally generated the worst

case delay of such block is 7*7,,,, +T,,r. Thus its

worst-case delay is not greater than that shown by a carry-
select 8-bit block.

5. Optimisation of Bit Block Lengths

The bit block lengths can be optimised using a procedure
adapted from that which was presented by Kantabutra [2].
We will only describe it roughly here. The procedure starts
off by finding the largest MSB m- bit block such that its
delay generated from the least significant bit of this block
and terminated at the MSB of the same block is no more
than some figure d, which we try to minimise. Then, the
procedure must add less significant blocks to the left of the
first one without making the worst case delay path longer
than d. To this end, we must take into account the fact that
a carry generated in such less significant blocks will
terminate (in the worst case) in a more significant block,
increasing its delay by just 1 MUX.

Lynch-Swartzlander adder
Using carry-strengths

Lynch-Swartzlander adder

Figure 7. Layouts of the Lynch-Swartzlander style adders.
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Figure 8. Gate level simulation results: worst operating transition for the new spanning tree adder.

Using this optimisation procedure gave rise to the following
block sizes for a 32-bit adder: 2-4-5-6-7-8, with the largest
block on the MSB side. The delay, area, and power are
reported in the next section along with all the other

simulation results.

6. Results

The new 8-bit block described in Section 3 has been used
realising a new carry-skip adder. It has been compared to a
conventional ripple-carry, a BCLA (implemented using 4-bit
CLA blocks and two levels of look-ahead-carry generator
[4]), a conventional carry-skip, and a carry-select adder
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New VLSI circuits for fast, low-cost
binary adders

(carried out by means of 4 8-bit blocks). All the above adders
have been realised using Austria Mikro Systeme p-sub, 2-
metal, 1-poly, 5V, 0.6um CMOS process (CUB process) and
have been implemented for 32-bit wide operands. Their
layouts have been obtained using Mentor Graphics tools and
the same level of optimisation has been used for each one. In
Figure 5, the obtained layouts are depicted.

Gate-level and transistor-level (using BSIM3v3 device
models at 27°C) simulations have been performed.

Worst-case delays have been identified considering the worst
transition on operands inputs. This implies the asymmetric
behaviour of logic gates being taken into account. As an
example, note that the analysed adders for the operand

transition 7FFFFFFF+00000001+1 >
7FFFFFFE+00000000+0 shows a delay slightly greater than
the transition 00000000+00000000+0 >

7FFFFFFF+00000001+0, which corresponds to an opposite
carry transition.

Power measurements have been carried out for the operand
transition which appears to produce the maximum number of
gates switching (FFFFFFFF+ FFFFFFFF +0 -> FFFFFFFF
+00000000+0), assuming a 40-MHz repetitive frequency.

In Figure 6, gate level simulation results showing the low
carry propagation through the critical path of the new carry-
skip adder are reported. It can be seen that normal rippling
occurs in block B;. Then, the travelling carry reaches block
B,. There, each full-adder receives a weak carry-in. Thus, B,
computes sum bits in just 860ps, avoiding the need of
rippling.

Post-layout simulation results summarised in Table 1
demonstrate that the new adder has a performance
comparable to that of the BCLA, while its area requirement
and power consumption are similar to that of a conventional
carry-skip adder.

Table 1. Performances and costs comparison.

32-bit adders Area [u Delay Max Power
m’] [ns]  [mW]

Ripple-Carry 137700 15.8 15.8

Carry-skip 160173 9 17.1

N e we s t 181944 538 21

Implementation

Carry-Select 264966 5.9 26

BCLA 310168 5.5 36.4

The new 8-bit block described in Section 4 has been used to
realise a 32-bit hybrid carry-look-ahead adder and it has been
compared to the 32-bit version of the Lynch-Swartzlander’s
adder. Both circuits have been carried-out using the above-
mentioned technology and their layouts are depicted in
Figure 7.

In Figure 8, gate level simulation results related to the new
hybrid adder are reported. Note that sum bits are computed
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just 700ps later than C,,. Post-layout simulation results
summarised in Table 2 show that the new implementation
allows power dissipation and area to be significantly reduced
without compromising speed.

It is worth pointing out that under the crude gate-counting
delay model the new hybrid carry-look-ahead adder was
expected to be slower than the conventional one by about t
xor- However, post-layout simulations have shown that the
new adder is in fact slightly faster than the original! This is
due to the lower loads on the carry signals produced by the
carry tree in the new implementation. In fact in the new adder
the above lines are loaded by the input 7/ of eight
multiplexers (25fFx8), while in the Lynch-Swartzlander’s
implementation they drive the selection input of eight

multiplexers  (45fFx8). Moreover, a reduction in net
congestion leads more compact layout and shorter
interconnection delays.
Table 2. Performances and costs comparison.
32-bit adders Area [u Delay Max Power
m?] [ns] [mW]

L ync h - 419244 4.08 51

Swartzlander

N e w 318550 3.88 34

implementation

Finally we turn our attention to the carry-skip adder with
optimised block sizes introduced in Section V. Using the
same 0.6 micron, 5V AMS standard cell technology as
before, we report our result in Table 3:

Table 3. Characteristics of the optimised carry-skip.

Delay 4.51ns
Area 194766 um*
MaxPower |28 mW @ 40MHz

Table 4 shows a summary of Zimmermann’s study, using a
0.8-micron standard-cell process. The figures are normalised
so that they are 1 for the ripple adder. Table 5 shows a
summary of our study, likewise normalised. All results
shown in these tables are for 32-bit adders. Differences in the
tables are due to several reasons. Firstly, the adders referred
in [10] have been realised using a 0.8um CMOS technology,
whereas those summarised in Table 5 have been realised with
a 0.6um CMOS technology. However, the observable
differences between Tables 4 and 5 are mainly due to the fact
that different topologies have been used for the Carry-skip,
Carry-Select and Carry Look-Ahead adders. For these
addition circuits we used a uniform number of levels as well
as uniform bit-block sizes (with the exception of our “new,
optimised” adder presented in the last row of Table 5),
whereas non-uniform number of levels and non-uniform bit-
block sizes have been used in [10].

Table 4. Relative comparison obtained in [10].

32-Bit Adders Area Delay Avg. Power
Ripple 1 1 1
Carry-Skip 1.3 0.45 1.13
Carry-Select 1.8 0.36 1.72
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Lookahead 1.8 0.36 1.4
CIA-1Level 1.48 0.37 1.24
CIA-2Level 1.57 0.35 1.29

Table 5. Our relative comparison results.

32-Bit Adders Area Delay Max Power
Ripple 1 1 1
Carry-Skip 1.16 0.57 1.08
Carry-Select 1.92 0.37 1.65
Lookahead 2.25 0.35 23

New, not opt. 1.32 0.37 1.33

New, optimised  1.41 0.28 1.78

It can be seen that our new optimised adder outperforms both
CIAs saving silicon area.

7. Conclusions

In this paper adders based on the carry-strength signals have
been presented. Carry strength signals are the negation of
propagate signals, but represented as functions of one
variable (bit position) instead of two.  Such clearer
representation gave rise to an entirely new bit block structure
that has been applied to two families of adders. In these new
results we have, apparently for the first time since the carry
itself, utilised a ripple signal that uses regular gate logic. We
demonstrated here that our new principle allows reaching
very high speed at a low cost. The new carry-skip adder
implementation is only ~5% slower than traditional BCLAs,
while requiring much less silicon area and power dissipation.
Significant reduction in silicon area and power has been also
obtained in hybrid carry-look-ahead adders using the carry-
strength signals without compromising speed.  Finally,
comparison with 1-level and 2-level carry-increment adders,
though not direct, also gives favourable results.
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Programmers: A Critique on Communication and
Software Engineering Issues

Chatpong Tangmanee, Ph.D.
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ABSTRACT -- Viewing computer programmers from behavioral perspectives, this paper offers a critique
on the essence of communication in how programmers do their work. The significance of communication is
more notable when it is combined with rigorous software engineering practices and subsequently enables
programmers to achieve and retain superb quality of their work. Toward the end, the paper identifies traditional
communication practices as well as well-tested software engineering guidelines. Finally, it suggests three
research opportunities, of which the findings would definitely fill gaps of knowledge about programmers,
especially those concerning their behaviors.

Key Words:-- Computer Programmers, Interpersonal Communication, Software Engineering, Software
Development
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2. Computer Programmers and Their
Work

Computer programmers design, write, test and maintain
instructions--commonly known as a program or software--
that describe logical steps for a computer to perform
functions and produce final output (Brooks, 1995).
Instructional steps correspond to (1) the input that a
computer needs to perform the functions, (2) the process by
which a computer could generate the results, and (3) the

1. Introduction

The goal of this manuscript is to explicate significant
implications of communication in the context of
programmers and to call for more attention on research into
the programmers’ behavior. As one of the most critical
components in the information superhighway (Tapscott,
1996), computer programmers must possess not only
technical expertise but also communication skills so as to
achieve programming excellency.

Next to this introduction is a description of computer
programmers and their work. The following section will
discuss the importance of communication to computer
programming. It addresses basic communication practices
and software engineering guidelines, both of which demand
efficient interpersonal skills among programmers as well as
those between them and users. In the final section is a
concluding remark that suggests future research opportunity
to explore programmers’ communication behavior.

output and its appearance. These three major parts are
known in general as program requirements. As
programmers learn about the requirements, they may break
them down into a logical series of instructions and write
computer code representing the instructions for a computer
to follow and generate an output. The code can be in any
conventional programming language such as C or a more
advanced one such as C++ or Java.

Programmers are not required to have formal education or
training (i.e., they could be self-learning programmers or
hold educational degrees in various fields) and may have
different job titles (such as programmers, software
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developers, or software engineers). Such a hybrid
combination of background information makes the profiles
of programmers relatively unique and different from those
of other similar professionals and, thereby, implies a
serious urgent need for specific research into programmers.

Researchers have found that programmers hold a set of
basic personality traits (Brooks, 1995; Weinberg, 1982,
1998). They are frequently seen as having a relatively large
ego. Perhaps, it is this large ego that makes it difficult for
programmers to accept any criticisms or to admit their
faults (Weinberg, 1971). Weinberg (1998) further notes that
the frequent incidents of programmers’ inability to admit
their mistakes may be due to the feeling of being attached
to their work. This type of feeling is generally shared
among individuals whose routine work heavily involves
creativity and abstract symbols. Such individuals include
artists or poets (Brooks, 1995; Weinberg, 1982).
Programmers do enjoy “making things” (Brooks, 1995, p.
7). They are often excited to see their own computer
programs compiled and executed. The climax of writing
code is to learn if the code could generate the desired output
(Weinberg, 1971). Programmers are also highly tolerant to
working under pressure. They can stay overnight to meet
the due date (Ullman, 1995). Finally, Brooks (1995) claims
that programmers have a passion for learning. They make
every effort to stay up-to-date in technology and tend to
apply what they learn to their work. This may be one of the
reasons that programmers tend to “over-do” their work (i.e.,
try to make a program shorter or use fewer computer
resources for the same output), which leads to the high cost
of development (Weinberg, 1971; Yourdon, 1996).
Neumann (1998) comments that “even the very best
programmers may have a tendency toward total absorption
in writing and debugging code” (p. 128).

Not only do programmers have certain personality traits,
but their programming work also retains certain
characteristics. Software researchers note that these
characteristics of program development may explain a great
demand for effective communication between programmers
(Kiesler, et al., 1994; Kraut & Streeter, 1995). These
characteristics include:

¢ Scale

Kraut and Streeter (1995) note that one of the fundamental
characteristics of software systems is that they are so large
and complex that an individual or a small group is unable to
handle the development. Programming is no longer the only
essential skill for the success of software development
(Kiesler, et al., 1994; Turley, 1991). The development of
software containing millions of lines of code requires that
the software be “compartmentalized” into small,
manageable modules for which a group of programmers
could be responsible (Kraut & Streeter, 1995, p. 70).
Effective communication between group members and
across the groups is thus a challenging task.

As the size of software becomes large, the task of software
development also becomes tedious and expensive (Brooks,
1995). One approach used to minimize parts of the task
involves = communication-related  activities  between

programmers (Humphrey, 1994; Yourdon, 1996). These
activities include peer reviews in which all parties are
routinely informed of work progress. Thus a programmer
leaving a group would not stall group progress since other
members have learned the programmer’s work from the
reviews and they are able to carry on the development.

¢ Uncertainty

A large scale per se may not be a unique characteristic of
software development since other manufacturing processes
are also large and complex. According to Kiesler and
colleagues (1994), the production lines of automotive
factories, textile mills, or tuna canneries are complex, yet
many of them run smoothly. Manufacturing involves pre-
determined steps of producing the same parts repeatedly.
Developing software, however, is more uncertain because
specifications of the software frequently change over time
(Brooks, 1995; Kraut & Streeter, 1995). The change is due
to two critical factors. One is the limited shared knowledge
among involved parties such as users, stakeholders,
programmers or system analysts. This limited knowledge
includes the knowledge of software functionality identified
by users and that of application domain in which the
software will be exploited (Kiesler, et al., 1994). As Kraut
and Streeter (1995) claim, system analysts handle user
requirements and translate them into software requirements.
While the analysts “adopt users’ points of view,”
programmers frequently focus on technical aspects of the
software such as ease of development or efficiency of
computation (Kraut & Streeter, 1995, p. 70). Different
perspectives from different groups of involved parties often
lead to the constant change of software specifications.

The second group of factors that cause uncertainty in
software  development are those from external
environments. The dynamics of financial conditions,
regulations, company matters, or competition could invoke
a change in software specifications (Kiesler, et al., 1994).
New telecommunication regulations may force a
development team to redesign software features, or users
may demand, after the first weeks of working with a new
software system, new capabilities that they had not
envisioned earlier. Software scholars maintain that the
changes in software specifications result in more
uncertainty in the programming environment than do the
external factors (Kraut & Streeter, 1995).

¢ Interdependence.

According to Kiesler and her colleagues (1994), “. . .
uncertainty in software development would be less of a
problem if software did not require precise integration of its
components at the end of the project” (p. 217). Because its
gigantic scale (e.g., millions of lines of code) demands
compartmenting a project into several modules,
programmers must integrate all of them at the end with
absolutely no defects (Brooks, 1995; Cusumano & Smith,
1997; Kraut & Streeter, 1995). A defect from improper
integration, though each component performs properly,
could result in fatal consequences (Kraut & Streeter, 1995).
Hence, to succeed in building software, programmers must



take into account the interdependent nature of software
development and consider an appropriate process to handle
it.

Working in such a meticulous manner (i.e., making certain
all modules and their integration function properly) places
an enormous amount of pressure on programmers. As such,
it should not be surprising that programmers often demand
to work in isolation with, ideally, no interruption so that
they can concentrate on their work and, perhaps, cope with
stress caused by the pressure (Ullman, 1995). Besides the
office condition, the pressure of building software stems
from a rigorous routine of software testing (Cusumano &
Smith, 1997). Programmers are engaged in different testing
steps to assure high quality of the developed software
(Kiesler, et al., 1994). Late delivery of many software
products has happened because of a delay in the testing
process (Yourdon, 1996).

In summary, a focus of this paper is on programmers who
have main responsibilities for designing, writing, testing or
maintaining computer programs. Coming from varied
backgrounds, programmers are uniquely characterized as
having (1) a large ego, (2) an ability to work under
pressure, (3) a psychological attachment to their
programming work and (4) a passion for constant learning
and for working with abstract instructions. Further, the
software development process holds a set of distinct
characteristics in which the process is considered large in
scale, uncertain and interdependent. It should be noted that
the list of characteristics of programmers and that of
program development are by no means exhaustive. They
are instead better conceptualized as a set of major
personality traits of programmers and critical attributes of
software development. Learning about these personalities
and attributes helps in understanding the implications of
communication for programming work, discussed in the
next section.

3. Critical Implications of
Communication to Computer
Programming

Programming is a collaborative effort (Brooks, 1995; Kraut
& Streeter, 1995). According to McConnell (1993), a
highly experienced programmer “recognizes that
programming is only 15 percent communication with the
computer, that it’s 85 percent communicating with people”
(p. 764). Communication is thus one of the essential factors
leading to programming success. This section presents in
three parts a review that illustrates the importance of
communication to programming work. The first part deals
with general communication practices that have a positive
impact on the ways in which programmers do their work.
The second part is an overview of software engineering
approaches that offer programmers rigorous
communication-oriented guidelines to improve their
programming performance. Finally, problems and possible
solutions are included so as to emphasize on the
significance of communication to programming work.
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3.1 Basic Communication Practices

Organizations often suggest that programmers have open
communication with their colleagues or clients. The
emphasis of open communication in the literature has been
on the interaction between programmers and users during
the stage of determining software requirements (or
specifications) (Sawyer & Guinan, 1998).

Not only is communication between programmers and users
important, but the interaction among programmers also
plays a major role in the success of program development.
In a study of coordination among software developers,
Kraut and Streeter (1995) discovered that the participating
developers placed high value on exchanging information
and coordinating  programming  activities. = They
recommended that a large team of programmers whose
work is to develop a technologically intensive program pay
more attention to communication among team members as
it could improve their performance.

Among several general communication practices, software
researchers and practitioners agree on the critical
implications of communication structures, feedback
exchange and informal communication for programming
work, each of which is discussed below.

¢ Communication Structures

The communication in a programming team can be
centralized or decentralized. Through the former, any
interaction among team members involves the team leader,
who acts as the center of communication. The Ilatter,
however, has no nucleus for interaction and the team
members can communicate directly to each other (Shapiro,
1993). To compare productivity, satisfaction and leadership
between the two communication structures in the
programming environment, Shapiro (1993) conducted a
controlled experiment on eighteen teams of four student
programmers. While the members of the first nine teams
had interaction with each other only through the appointed
leader (centralized communication), those of the other nine
teams did not have this constraint. Instead, they interacted
freely with each other (decentralized communication). All
the interaction had to be through computers; no other
communication was reported to be allowed in Shapiro’s
study. Her findings showed no differences in programming
productivity, satisfaction or leadership between these two
communication structures. However, there were several
weaknesses in Shapiro’s (1993) study. Besides using
students in substitution for actual programmers, her
experiment design was flawed by the controlled condition
that allowed only computer-mediated communication even
though the subjects were in the same (or adjacent) room.
Under different conditions, the effects of the two
communication structures might have been distinct.

¢ Feedback Exchange

Feedback exchange is a form of communication that has a
positive impact on programming work. Programmers at
Microsoft customarily subject their computer code for
feedback not only to immediate colleagues but also to those
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in different departments (e.g., Marketing or Pricing) who
are stakeholders in the program (Cusumano & Smith, 1997;
Yourdon, 1996). Bill Gates emphasizes the importance of
becoming a highly competent programmer by learning how
to give and receive feedback on programming products
(Lammers, 1986). To offer feedback on any product, one
has to read and thoroughly understand the program. This
means that a feedback giver, after reading the code, should
share an understanding of the program with its author. To
receive feedback, however, may not be so smooth as it
should be. Some programmers may have difficulty
receiving and handling feedback (Brooks, 1995). Weinberg
(1971) blames it on their large ego. Nonetheless, once the
programmers agree to listen to feedback, they are likely to
use it to improve the quality of their programs (Weinberg,
1982). Sawyer and Guinan (1994) found that using an
electronic meeting system to project programming code on
a large, wall-mounted screen seemed to draw attention of
the meeting members to the screen, not to the code owner.
This may make it easier for the code owner to receive
feedback from other members.

The process of exchanging feedback has been incorporated
in the hiring process at Microsoft (Cusumano & Selby,
1997). Not only will the new Microsoft programmers learn
from the experienced colleagues about what has not been
taught in college, the mentors also benefit from the younger
programmers’ fresh programming concepts and other
innovative technological aspects (Yourdon, 1996).

¢ Informal Communication

Informal communication (i.e., the interaction in a hallway
or a request for a personal favor) has been shown to be at
least as efficient as formal contacts (Fish, et al., 1993;
Kraut, et al., 1993). The interaction among programmers at
a water cooler or a vending machine during coffee breaks
appears to have a positive impact on programming
performance (Weinberg, 1998).

Regarding informal communication, Kraut and Streeter
(1995) found that information obtained informally is
considered more practical than that received via formal
channels such as a departmental meeting or a session with
clients. Additionally, subjects in Kraut and Streeter’s
(1995) study noted that the discussions with peers offered
valuable feedback, but occurred less often. The similar
incident of help or feedback offered through informal
communication was also evident in software design teams
(Curtis, et al., 1988).

This section (2.3.1 Basic Communication Practices) has
presented important evidence that programmers “talk” to
colleagues and clients as a means to enhance their
productivity. Findings from the literature also exhibit how
basic communication practices such as informal interaction,
centralized or decentralized communication, and feedback
exchange affect programmers and their performance.
Organizations frequently encourage programmers to have
open communication with other people. In addition to this
basic communication, software engineers have offered
rigorous approaches by which programmers who routinely
practice them can substantially improve their performance.

The following section will discuss these software

engineering approaches.

3.2 Software Engineering Practices

A set of software engineering practices provide instructions
through which participating programmers are able to
enhance their programming performance. Some techniques
are communication-oriented while the others focus solely
on innovative programming concepts. Since the major
interest in this paper is on programmers’ communication
issues, this section is limited to the software engineering
practices that combine communication effort with
programming expertise in order to improve programming
productivity. The practices reviewed in this section are
chief and egoless programming techniques, technical
reviews, and personal software process (PSP) strategy. Note
that the paper does not offer complete instructions for these
instances, or include research involving them. Moreover, it
makes no attempt to imply that these three practices are the
most effective ways of developing software or are the only
set of the kind. Rather, the paper includes them for their
critical focus on combining communication effort with
programming expertise to improve the software
development process. Details of these software engineering
practices are included primarily to underscore the critical
implications of communication for programming work.

¢ Chief and egoless programming approaches

Chief and egoless programming approaches are two team-
oriented software engineering practices that can be used in
combination with several software development techniques.
A team of programmers who practice chief programming
has a centralized autocratic structure in which major
decisions are made at the top (e.g., the chief) level and its
interaction pattern is vertical along the structure (Mantei,
1981). The egoless approach holds a democratic structure in
which team leadership is rotated and given to the individual
whose expertise is needed at a given time. Communication
among members in an egoless team is horizontal (Mantei,
1981). Shapiro (1993) claims that communication among
chief team members centers on the leader and implies that
the chief approach is comparable to centralized
communication. Members of the egoless team, on the other
hand, do not have this constraint as they can interact freely
with each other. The communication in an egoless team is
thus conceptually similar to a decentralized pattern
(Shapiro, 1993).

Mantei (1981) recommends that the chief programming
approach is appropriate for quick development of large-
scale software that handles a routine, well-structured
problem. This type of software could be a typical business
application such as an inventory system. The egoless
approach, in contrast, is recommended for a small-scale and
technically difficult project where accurate and reliable
results are expected. Because of the constraints of the
difficult requirements and the result reliability, the project
requires a flexible development schedule and a great deal of
collaboration among developers. Examples of projects for
which the egoless approach may be a candidate are those in



research and development (R&D) departments (Bishop,
1995; Mantei, 1981).

¢ Technical reviews

Technical reviews are software engineering practices that
help a group of programmers (1) detect any potential flaws
in a programming product, (2) keep group members,
colleagues or clients informed of work detail and progress,
and (3) achieve more uniform, or at least more predictable,
programming work which makes the subsequent routine
more manageable (Freedman & Weinberg, 1990; Johnson,
1998). In general, technical reviews call for meetings of
individuals who are involved in the work under review
(Fagan, 1976). The meeting members are those who are
responsible for creating the work and those whose expertise
could help improve the work quality.

In a review session, a person or a team responsible for the
work under review (e.g., a blueprint of a system design,
computer programming code or a plan of system testing)
presents it to review members. These members may then
discern possible errors and offer different ways to correct
them. At the end of the review, the person (or the team)
would learn about the hidden mistakes and possible
corrections. The other members could learn about the work
as well, and share the principle of how the work is created.
One critical aspect of performing a technical review is that
the review is not intended to be a serious evaluation in
which the individuals in charge of creating the work are
criticized (or evaluated) for their productivity. Rather, the
review emphasizes possible improvement of the work and
shared understanding among the review members (Glass,
1999; Johnson, 1998).

Software engineering practitioners and researchers have
suggested different approaches for performing technical
reviews (Fagan, 1976, 1986; Freedman & Weinberg, 1990).
Included in this literature review are two approaches,
inspections and walkthroughs. These techniques have been
selected because of their wide acceptance in software
development firms and because of the important role that
communication plays in practicing them (Lammers, 1986;
McConnell, 1993).

Referred to as a “formal” process of locating errors (Fagan,
1976, p. 189), an inspection is a technical review in which
the artifact under scrutiny is often software requirements,
program design, or computer code. The formality comes
from an inspection’s rigorous three-step process:
preparation, collection and repair (Porter, et al., 1997).
First, a team of reviewers meet with an individual (or a
team) in charge of creating the artifact for its review. Next,
each reviewer examines the work thoroughly (e.g., reading
in a line-by-line fashion is suggested for computer code)
and attempts to detect as many defects in the artifact as
possible. All members then hold the final session together
to discuss the defects and possible corrections. For a very
difficult project demanding highly reliable outcomes, the
inspection process may be repeated (Fagan, 1986; Porter, et
al., 1997).
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A walkthrough is a technical review conceptually similar to
an inspection. The distinctions between these two review
techniques are (1) a walkthrough is performed in an
informal and less structured manner than is an inspection,
and (2) a walkthrough meeting is adjustable to a broader
type of work while the inspection is commonly done for
review of a program design or computer code (Freedman &
Weinberg, 1990). A basic walkthrough session consists of a
few people, one of whom is most familiar with the work
and will present it to other members. During the session,
the members could ask for clarification or suggest an
alternative to enhance the presented work. Freedman and
Weinberg (1990) comment that due to the informal style of
a walkthrough, the presenter may choose to present some
parts with which he is familiar and skip others which may
cause controversy. As a result, software practitioners have
deemed walkthroughs less useful than inspections.

¢ Personal Software Process (PSP) Strategy

PSP is software engineering methodology based on the
premise that improved discipline of programmers can help
enhance their programming productivity. Humphrey (1995)
asserts that a programmer can strengthen his discipline of
building software by “improving communication among
team members” (p. 104). According to Humphrey’s (1995)
notion of discipline, PSP is not a new concept of software
development, but rather a set of well-assessed guidelines
that can be used in conjunction with other software
development techniques.

In general, the PSP strategy offers four-step instruction by
which programmers could improve their performance
(Humphrey, 1988). Each step, except the first, is built on
the previous one. The following is a brief overview of each
PSP step, synthesized from Humphrey (1995). The first
step, namely “baseline,” is to familiarize programmers with
the personal discipline approach by which they learn how to
assess their routine programming work. Results of the first
step of PSP are not enhanced productivity, but rather a
rigorously standardized and well-documented procedure of
routine programming work. Once the programming work is
standardized and its output can be measured objectively,
programmers are ready for the second step of PSP known
as the “personal planning process.” Based on concepts of
software planning tools (e.g., CASE tools), the second step
provides a programmer instructions on how to organize a
quality plan. Several measurements (e.g., the numbers of
lines of code written per hour or per module) are
incorporated to ensure that the quality plan is well
implemented (Humphrey, 1995, p. 65). Implementation of
the quality plan is the third step of PSP. This step, referred
to as the “personal quality management,” focuses on
feedback and technical reviews as critical means to detect
any errors or mistakes as early as possible so that correction
could be made at the early stage of program development.
The sooner a mistake is detected, the greater the quality and
the smaller the cost of the final product (Humphrey, 1995).
The last step of PSP is to maintain the programming
quality. Known as the “cyclic personal process,” this step
provides instructions on how to adjust the first three steps
to handle other projects with more requirements while



€2 Techiiical Journal
Wl 11, Mo, July-October, 2000

maintaining the program quality standard (Humphrey,
1995).

Based on the four-step instructions, the PSP strategy
incorporates several communication practices (e.g.,
feedback exchange, technical reviews, and communication
structures) into programming expertise in order to achieve
and maintain a programmer’s improved performance
(Humphrey, 1994, 1995).

In summary, chief and egoless programming approaches,
technical reviews and the PSP strategy are three significant
instances of software engineering practices that emphasize
the abstract yet useful application of communication to
programming work. As stated previously, these three
instances are included so as to elaborate the critical
implication of communication to program development, but
not to instruct for each instance. Complete descriptions can
be found in Freedman and Weinberg (1990) for
walkthroughs and inspections, Weinberg (1998) for the
egoless programming approach, Baker (1972) and Fagan
(1976) for chief programming teams and Humphrey (1995)
for PSP strategy.

3.3 Problems and Possible Solution

Evidence from academic research and practitioner’s report
have confirmed numerous problems in software
development (Humphrey, 1995; Weinberg, 1998; Yourdon,
1996, 1999). These problems include long delay in delivery
of over-budgeted software products, unmet user
requirements, hidden programming bugs, or insoluble
network problems. Some problems yield constant serious
defect to software while the others may still wait for
disaster.

A close look at the problems in software development
shows that they can be classified into two major categories:
technical and management problems. The former address
difficulty in developing technically feasible software while
the latter raise concerns on managing a software project. A
variety of recent development in computer engineering
(such as distributed environment for vast data processing)
could be a key that solves technical problems. However,
despite numerous tools (such as visual programming
languages, or web-based collaboration tools), managerial
difficulty still depends heavily on communication behavior
of programmers. Such a set of these tools aim primarily at
alleviating interaction problems among developers
(Sommerville, 1996) and  subsequently enhance
productivity in managing software projects. This thus again
emphasizes the essential role of programmers’ efficient
communication skills.

4. Concluding Remark

A review of computer programmer profiles exhibits that
they possess unique characteristics. These distinctive traits
prompt a serious need for research that deals specifically
and exclusively with programmers. Programming work is
also multifaceted and its success depends greatly on
effective communication of programmers. This critique has
indicated a critical relation of basic communication

practices to programming work. These practices include
communication structure, feedback exchange, and informal
communication. In addition, software engineering
researchers have developed intensive guidelines from
which the programmers learn how to balance their
communication effort with programming expertise in a way
that maximizes their productivity. The guidelines covered
in this paper are chief and egoless programming styles,
technical reviews and personal software process strategy.

Given the unique characteristics of programmers
and their work, generalizing knowledge about their
communication behavior from what other researchers have
previously learned in other similar professions (e.g.,
engineers or  scientists) could be inconclusive. This
therefore leads to at least three research opportunities. First,
it will be much enlightening for communication scholars
and software practitioners to explore what the
communication behavior of computer programmers actually
is. The research topics may include their interpersonal
skills, preferred modes of communication, mass
communication consumption (e.g., newspaper reading), or
information seeking behavior. Findings from such research
could portray a behavioral side of programmers and may
further, perhaps, help software project leaders to properly
handle communication issues among the project members.
Moreover, knowing  programmers’ communication
activities may confirm (or contradict) professional harmony
among programmers, engineers and scientists, frequently
asserted in previous studies (Brooks, 1995).

Second, in addition to programmers’ communication
competence, knowledge about a link between
communication practices and programming excellency is
still largely unknown. It would yield a remarkable benefit
to the programming community if we realize, for example,
what are the group communication structure and the mode
of communication that may excel programming
performance. In addition, given the disparity between two
major types of software development (e.g., in-house
software and off-the-shelf package developments),
recommendations on how to arrange effective
communication policies would draw a great amount of
attention from software development firms such as
Microsoft.

Finally, there is virtually no studies investigating the
combined effect of (1) basic communication activities and
(2) software engineering guidelines on programming
performance, although each has been proved to enhance
productivity among programmers (Kraut and Streeter,
1995; Weinberg, 1998). An example of such a study could
be an experiment in which comparison of productivity in
three groups of programmers is made. Those in the first
group employ only basic communication practices (e.g.,
communication structures) ascertained in previous studies
to have positive impact on programming work. Those in the
second group practice only recommended software
engineering guidelines (e.g., technical review or egoless
programming). In the final group are programmers engaged
in both basic communication and software engineering
practices. Should the joint effect is confirmed, it would



emphasize one line of critical yet largely ignored research
that addresses behavioral aspects of programmers. On a
practical side, the joint impact may suggest that software
development firms pay equal attention to rigorous
innovative software practices as well as programmers’
essential traditional communication skills.

In conclusion, programmers are one of the critical
constituents in the information-based environment.
Although they may share professional similarity with other
walks of life, a close look at the programmers’ profile and
their communication issues make them relatively unique.
This thus suggests an urgent need to investigate a
behavioral side of the programmers, in addition to the
plenty of results on their technical side. Until the findings
from systematic research become available, we may just see
only the “hard” side of programmers and miss their “soft”
side.
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Optical Soliton Equation and Its Application in Optical Devices
Design For High Speed Communication

C. Taepanich-and P.P.Yupapin
Lightwave Technology Research Center, Department of Applied Physics, Faculty of Science
King Mongkut ‘s Institute of Technology Ladkrabang, Bangkok 10520
Tel: 7373000 ext. 6271/6213, Fax: 3269981
E-mail:s0065005@kmitl.ac.th or Yupapin. Preecha@kmitl.ac.th

ABSTRACT: The study of nonlinear Schrodinger equation is used to describe the propagation of optical
signals in single mode optical fiber that is represented a model of transmission light pulse signals in an optical
fiber. Basic soliton equation is briefly reviewed for the explanation of signals group velocity dispersion (GVD)
and self-phase modulation (SPM) which effect the required optical transmission signals. The modeling of
soliton pulses travelling into two or three coupling fibers are modeled then input into the soliton wave
equations. The input optical signal parameters such as light pulse width, input signal bit rate, light source
wavelength and bandwidth, and coupling power are employed in the soliton equation. The coupling output
signals obtained are described for the use in optical transmission devices such as optical filter, switching and
multiplexer. The physical behaviors of the optical output signals obtained by numerical technique are associated
with the optical device parameters.

Keywords: Optical Communication , Optical Devices.
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Fast Fourier Transform Photoreflectance

Jiti Nukeaw
Department of Applied Physics, King Mongkut’s Institute of Technology Ladkrabang,
Bangkok 10520, Thailand
E-mail: jiti@physics02.sci.kmitl.ac.th

Abstract: The electric fields in semiconductor were investigated by using fast Fourier transform
photoreflectance (FFT PR) techniques. The Aspnes derivative function was introduced to analyze the PR spectra
as a function of photon energy. Using the Airy function at several different electric fields in GaAs, the Franz-
Keldysh Oscillations (FKO) above the band-gap energy (Eg) of PR spectra was generated. It was confirmed
that FKO period increased with increasing electric field. The application of FFT to the PR spectra was
demonstrated to be able to calculate the electric field from FKO period under uniform electric field.

unAade: s llihimatunelumsndnil aunsaasaaeyldlasmaiiayiGesnimdesuinTaimlanuaud Hedau
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YodAspnes derivative i lglumsianzianlnasuvesInlndmanuaugiundanuInaeu mMsuniaved Franz-Keldysh
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Franz-Keldysh neldauu lihimnaau

this subject. PR is contactless, requires no special mounting
of the sample, can be performed in a variety of transparent
ambients and is sensitive to surface and interface electric

1. Introduction
With the development and application of high-quality thin-

film growth techniques such as molecular-beam epitaxy
(MBE) and organometallic vapor phase epitaxy
(OMVPE), groups of new materials such as semiconductor
heterostructures including superlattices (SLs),  single
quantum wells (SQWSs), and multiple quantum wells
(MQWs) have been produced because of their new
physical properties and device applications. A variety of
characterization methods including photoluminescence

(PL), photoluminescence excitation (PLE) spectroscopy,
modulation spectroscopy, Raman and resonant Raman
spectroscopy, absorption  spectroscopy, transmission

electron microscopy (TEM), Hall measurements, etc., have
been applied to exploit various physical information from
those structures, but most of the methods mentioned above
must work under specific conditions such as low
temperature, e.g., PL, PLE, or special sample preparation,
e.g., TEM, etc. In experiments, the most popular methods
should be simple as well as informative. This aim is
satisfied in photoreflectance (PR), one of the powerful
contactless modulation spectroscopy suggested by Wang,
Albers, and Bleil in 1967 [1]. It was widely used in
extraction of semiconductor band-structure parameters [2]
in the 1970s.

Since the first report on the application of the PR technique
to semiconductor heterostructure studies by Glembocki et
al [3] in 1985, hundreds of papers have been published on

fields. It is well known that at high electric fields Franz-
Keldysh oscillation (FKO) appears in the PR spectra above
the band-gap energy. The period of oscillations is directly
related to the electric field at the surface or interface.
Another more important feature of this technique is that
even at room temperature, it can still provide as much
information as other methods, i.e., PL, PLE, etc., at very
low temperature [3]. For example, by using PR at 300 K,
it is possible to determine the interband transition energies
in semiconductor heterostructures  (SLs, SQWs and
MQWs) with an accuracy within a few meV. By analyzing
the PR spectra, one can obtain even more information
about any interested transition and can obtain even more
information about the electric fields at surface or interface
of semiconductor heterostructures.

In this paper, the application of fast Fourier transform
(FFT) to the PR spectra is demonstrated to be able to
calculate the electric field from FKO.

2. Fundamental PR Line shapes

The representation of the complex dielectric function & of
semiconductors and semiconductor heterostructures in a
uniform electric field as a low-field perturbation expansion
has proved to be particularly useful in the modulation



spectroscopy such as photoreflectance and
electroreflectance [4]. The low-field expression for Ag, the
field-induced change in ¢, is related to the third derivative
of the unperturbed dielectric function and is sufficiently
simple to allow certain critical-point characterization to be
obtained directly from low-field PR line shapes [4-7]. To
consider the perturbation on the reflectivity R, when the
electric field is applied to a sample, the reflectivity is
changed through the change of the dielectric constants ¢l
and €2. The relative change of the reflectivity dR/R can be
written as [6-7]

d?RIOL(SJ,SZ)ASIJrB(SJ,SZ)ASz, )

where o and B are the Seraphin's coefficients; €1 , €2 and
Ael, Ag2 are the real and imaginary parts of the dielectric
constant, respectively, and its variation, i.e., e= gl + ig2
and Ae= Ael + iAe2. The real and imaginary parts of the
dielectric constants can be related with each other by
Kramers-Kronig relations.

By first-order perturbation calculation, Aspnes [8] derived a
result that dR/R is proportional to the third derivative of
the unperturbed dielectric function, which depends on the
joint density of states of a material, in the limit of low-field
modulation. Here, the low-field limit means that the
electro-optic M2 <<I', where T is the broadening
parameter of the optical feature, and 1MC2 is given by

3
Q) = e*n’F? /2 @
where F is the electric field in the sample which could be
externally applied (or built-in) electric field. =~ When
T2 >>T, the situation is in a high-field regime, where in
bulk materials it appears as FKOs, which are described in
section 3.

In the low electric field limit, i.e., the PR spectra as a
function of photon energy can be analyzed using the
Aspnes derivative function [7],

R ReS'C ™ (E—E, +i,)"
. GZ; e (E—E, +il )™, 3)

=
Here, R is the reflectance, dR is the induced change in the
reflectance by modulation light, £ is the photon energy, p is
the total number of spectral structures to be fitted,

E g
parameter, amplitude and phase, respectively, of the feature

corresponding to the j™ critical point. The parameter  is a
factor used to specify the critical point dimension.

r j,C ; and 0 ; are transition energy, broadening

3. Franz-Keldysh Oscillations in PR

When NQ >>T, the situation is in a high-field regime,
where in bulk materials it appears as FKOs. In the high-
field limit, the FKO in PR spectrum is proportional to the
product of Airy function such as Ai(x), Bi(x) and their
derivatives such as Ai'(x), Bi' (x). The function
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describing the FKO in PR spectrum taking into account the
mixing of both light and heavy hole signals [8]:

%R =ounG[(Es — EYMQ]+ouG[(Es — E)ymQ],  (4)

where G(x) is given by the Airy functions, G(x)=Ai'(x)Bi'
() - XxAi(X)Bi(x), (NQ )=’ N *F*/2u, , (i=1 or h). Here, E,
Eg, and F are the photon energy, the band-gap energy, and
the electric field strength, respectively. gy, is the reduced
light (heavy) hole mass : p’ll(h)h =m ! . T m! i - The
values for the effective electron and hole masses used here
are in units of my. The oy and oy, are coefficients
containing the transition oscillation strength of the light and
heavy hole.

4. Simulation with Airy function

The Airy function in Eq. (4) was used to simulate the FKO
in the PR spectrum of a GaAs sample. The Airy function
program was written by using C language run on UNIX
systems such as Linux UNIX and FreeBSD UNIX. The
FKOs of various electric fields from 20 to 80 kV/cm with a
fixed oy, and oy, are shown in Figure 1. The periods of
FKOs increase clearly with electric fields. When the
electric fields are fixed at 40 kV/cm, the FKOs in PR
spectra depend on the oy, and oy, as shown in Figure 2.
The amplitudes of FKOs increase with oy, and oy, while
the periods have not change in the PR spectra.

5. Fast Fourier transform PR

Fast Fourier transform (FFT) is applied to the PR spectra in
the energy (E) region higher than the band-gap energy Eg
to obtain the FKO period and then the electric field in the
sample. The horizontal-axis variable is transformed from
e=(E-Eg)*” to the inverse of ¢ as t, while the vertical-axis
variable is from dR/R to G(t) that can be written as [9]

G(t)= j (dR/R)exp(-i2met)de. (5)

The main peak (t, ) evaluated from the Fourier transform is
related to the electric field by

ty = (23m)2w'"*(1/enF), (6)

where p is the reduced effective mass and F is the electric
field [10]. The FFT PR program was written by using C
language run on UNIX systems such as Linux UNIX and
FreeBSD UNIX .

As seen in Figure 3, the transformed results of the
simulated FKOs in PR spectra shown in Fig.1 exhibit
clearly two peaks. High-t peak corresponds to the FKOs of
heavy hole, while lower-t peak to the FKOs of light hole.
The values of the electric fields of light and heavy holes
calculated from the peak position are, of course, the same
as the electric field values of simulated FKOs in the section
4,
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Figure 1. The FKOs due to various electric fields from 20
to 80 kV/cm with Fixed oy, and oy, are simulated by using
the Airy function.

6. Discussions

J. Nukeaw et al. [11] have reported the electric fields at the
surface and interface of doped GaAs/Si-GaAs structures
grown by MBE. The electric fields were investigated using
room-temperature PR spectroscopy. In the original PR
spectra measured using a He-Ne laser as the pump light that
had a modulation effect through out the doped layer, two
different FKO periods could not be distinguished from each
other. The application of FFT to the PR spectra can be used
to calculate the electric field for each of the two periods
involved in the original PR spectra. The transformed
spectra clearly exhibited two peaks. By using an Ar laser
as the pump light, the FFT-PR spectra showed only one
peak. Because the Ar laser light was absorbed near the
surface region. The resultant surface electric fields
increased with increasing carrier concentration, while the
change of the interface electric field was small. The
behavior agreed qualitatively with the results of the model
calculation, although there was a small discrepancy at

higher carrier concentrations.  The discrepancy was
explained the field strength derived from PR measurement
was not their maximum, but the average value for high
electric fields.
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Figurer 2. The FKOs for various oy, and oy, with a fixed
electric field are simulated by using the Airy function.

J. Nukeaw et al. [12] also reported the electric fields of InP
Er delta-doped grown by OMVPE. The electric fields were
systematically investigated by room-temperature PR
spectroscopy. The PR spectra were characterized by FKO
above the band-gap energy due to an internal electric field
in the epitaxial layer. FFT was applied to the PR spectra to
calculate strength of the electric field from the FKO. The
resultant electric field decreased with increasing Er-
exposure duration. The dependence of the electric field on
the Er-exposure duration was interpreted by change in size
of the ErP clusters with the Er-exposure duration. The
dependence of the electric field on the cap-layer was
explained by the Er atoms easily reach to the surface with
the thin cap-layer and react with O atoms in air to form
Er,0; after growth, resulting in increase of electric field.

Thus, FFT is successfully applied to the PR spectra to
calculate the electric field from the FKO.
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Figure 3. Transformed results of the PR spectra shown in
Figure 1. From the peak positions the electric fields were
obtained using eq. 6.
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7. Conclusions

The FKO was generated using the Airy function at several
different electric fields in GaAs. It was confirmed that FKO
period increases with electric field. It was demonstrated
that the application of FFT to the PR spectra can be used to
calculate the electric field from the FKO under uniform
electric fields.

References

[1] E. I. Wang, W. A. Albers, and C. E. Bleil, II-VI
Semiconducting Componds, edited by D. C. Thomas
(Benjamin, New York, 1967), p. 136.

[2] M. Cardona, Advances in Solid State Physics, Vol. X
(Pergamon, Vieweg, 1970), p.125.

[3] O.J. Glembocki, B. V. Shanabrook, N. Bottka, W. T.
Beard, and J. Comas, Appl. Phys. Lett. 46,976 (1985).

€2 Techiiical Journal
Vol I, Mo&, July-October, 2000 151

[4] D. E. Aspnes and J. E. Rowe, Solid State Commun. 8,
1145 (1970).

[5] D. E. Aspnes and J. E. Rowe, Phys. Rev. BS, 4022
(1972).

[6] J. E. Rowe, D. E. Aspnes, Phys. Rev. Lett. 25, 162
(1970).

[7]1 D.E. Aspnes, Surf. Sci. 37,418 (1973).
[8] D.E. Aspnes, Phys. Rev. B12, 2297 (1975).

[91 W.H. Press, S. A. Teukolsky, W. T. Vetterling, and B.
P. Flannery, Numerical Recipes in C (Cambridge
University Press, Cambridge, 1994) p.496.

[10] D. P. Wang and C. T. Chen, Appl. Phys. Lett. 67, 2069
(1995).

[11]J. Nukeaw, Y. Fujiwara, and Y. Takeda, Jpn. J. Appl.
Phys. 36,7019 (1997).

[12]J. Nukeaw, N. Matsubara, Y. Fujiwara, and Y.
Takeda, Appl. Surf. Sci. 117/118, 776 (1997).

Assist. Prof. Dr. Jiti Nukeaw
He received B.Ed. (Physics) from
Srinakarinwirot University, Songkla
in 1983 and M.S. (Physics) from
Chiangmai University in 1989 and
D.Eng. (Material Sciences and
Engineering) from Nagoya
i | University in 1998. At present, his
working as lecture at Department of Applied Physics,
KMITL. His current research interests include Quantum
Well Devices, Semiconductor Physics, and Optical
Characterization Tools for Semiconductor.

o



€2 Techiiical Journal

Vol I, No.&, July-October, 2000

Optimisation of Switched Mode Power Supply Feedback Compensation
Using HSPICE
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ABSTRACT — This paper proposes an optimisation technique for the design of switched mode power
supply feedback control, implemented using HSPICE and its incorporated circuit optimiser. The proposed
optimisation technique overcomes the drawbacks inherent in available design methods and eases the task of
designing the error amplifier compensation circuit. A design example is presented with the results confirmed by
experiment. It is expected that the proposed optimisation technique can be applied to design the control loop of
power supplies for modern high-speed electronic systems that usually demand excellent dynamic performance
from their power supplies.
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1. Introduction

Switched Mode Power Supplies (SMPS) are a basic
building block in all modern electronic systems ranging

The design of linear time-invariant Single Input Single
Output (SISO) control systems is normally carried out in
the frequency domain using classical control theory [1].

from the modern office equipment (e.g. personal

computers, printers, fax machines, etc.) to highly Compensator  PWM modulator  Power stage
sophisticated systems (e.g. radar systems, Vref Ve T Ve Tmod d T Vo
telecommunication systems, etc.). The increasing + o o P

complexity of electronic systems has resulted in ever more -
demanding requirements being placed on their power
supplies, particularly in terms of power density, efficiency,
electromagnetic compatibility, and output voltage control.
The trend towards lower operating voltage for integrated
circuits has further increased the burden on power supply

Figure 1. Basic SMPS closed-loop block diagram

designers

The output voltage is specified both in terms of steady state
voltage regulation, and also its response to transient
conditions (e.g. application/rejection of load). The SMPS
regulates the output voltage by comparing it with a
reference voltage, and using feedback control to modulate
the pulse width of the switching transistor(s). To design the
SMPS to meet both steady state and dynamic requirements
requires careful design of the control circuit, in particular
the compensation circuit around the error amplifier in the
feedback loop.

1.1 Frequency Response Design

Figure 1 shows the basic block diagram of a SMPS from
the control system point of view, consisting of the power
circuit, PWM modulator, and error amplifier with the

compensation circuit, with transfer functions 7", T

pw > “mod >
and T

o TEspectively.

The design task is to define 7, to give the desired open-
loop gain frequency characteristic, while not violating the

stability criterion [2] (typically, a phase margin of at least

45° is required for a stable system). With the aid of a
Bode plot, the design is carried out graphically in the
frequency domain, simplifying the design process.
However, the method has the following limitations:



1. The power supply is assumed to be linear with small-
signal perturbations around the operating point;
whereas in practice, a converter can be subjected to
large disturbances, either from line or load changes.

2. The design is carried out in the frequency-domain,
whereas the target specifications are time-domain
parameters (voltage regulation, maximum deviation
from nominal and recovery time under transient
conditions). Therefore, it is common that the desired
specifications are not met at the first attempt, with fine-
tuning required, usually on a trial-and-error basis.

3. The effects of circuit/device parasitics are usually
omitted to simplify the process.

1.2 Existing CAD Approaches

Circuit simulation programs such as SPICE and SABER
are being used increasingly in SMPS design to validate
accurately the initial design results. The SMPS design
environment developed in [3] uses SPICE as a simulation
platform and the compensation circuit design is carried out
by repeatedly simulating the circuit and validating its
performance, until a satisfactory result is met. Because a
trial-and-error approach is used to adjust the circuit
component values for each simulation run, it can be very
time consuming, particularly when designing for stringent
specifications.

MATSPICE, a compensation circuit design environment,
has been proposed in [4,5]. The package incorporates
MATLAB, PSPICE, and some C interfacing routines to
implement the optimisation design environment. However,
the authors mention that the execution time of the program
is slow, owing to the considerable amount of data being
transferred between MATLAB and SPICE for each
optimisation iteration, preventing it from being an efficient
design tool.

In this paper, optimisation using HSPICE [6] is proposed
as a solution to overcome the drawbacks of the existing
tools. Compared with the conventional frequency response
design, the proposed method has the following advantages:

1. A non-linear large-signal model, instead of a small-
signal model, is used; it hence yields a more accurate
design result.

2. The design is carried out in the time-domain by
iterative simulation and optimisation. Through this
iterative process, automatic fine-tuning of the design is
accomplished.

3. The effect of circuit parasitics can be incorporated into
a simulation model, if needed.

2. Optimisation Design Using HSPICE

The optimisation design scheme in HSPICE (illustrated in
Figure 2) is an iterative design environment embracing
circuit simulation, performance evaluation, and design
variable (compensation circuit component values)
optimisation until either the desired specifications are
attained, or no solution is found after a pre-defined
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maximum number of iterations. In the input HSPICE
netlist, the converter under design is modelled by the large
signal state-space average model described in section 3.
The average model is chosen for this application because it
is capable of giving accurate results, while yielding fast
simulation time, and is easily implemented for SPICE
simulation.

Simulation
. . Performance
HSPICE netlist l Evaluation
A
No

Optimisation of Sp(;giﬁi;f.ia;gms
Design Variables or no solution

i

Stop

Figure 2. Optimisation design scheme in HSPICE

In addition to the circuit description, information
concerning the optimisation task must also be stated in the
netlist. The design variables are defined through the
PARAM statement in which the initial guess, minimum
and maximum values are specified. The design objectives,
the desired specifications (e.g. voltage overshoot,
maximum voltage drop, settling time etc.) are stated
through the .MEASURE statement. To perform
optimisation in HSPICE, parameters in the analysis
statements (.TRAN, .AC or .DC, with the keyname
OPTIMIZE) must be given corresponding to those in the
.MODEL statement.  Also, the optimisation control
options (e.g. the convergent criterion, and the algorithm
used), are selected through the .MODEL statement.
Detailed usage of these statements can be found in
reference [6].

3. State-space Average Model

In this section, the large-signal state-space average model
of a closed loop buck converter, which is used in HSPICE
simulation/optimisation, is given.

The averaged model of the buck power circuit in figure 3
can be expressed in the state-space form as [7]:

d] [o .1

at || L[] vely
dve| "1 1)L

dt C CR 0

Vo=[0 1]{u @)

where iy and v, are state variables representing inductor
current and capacitor voltage respectively.

The output of the error amplifier, V., is given by:
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_ Zu(s) B
Ve = Za(s) (Vref — Vo) 3)

where V. is a referenced voltage and Z,(s)/Z,(s) is the
error amplifier’s gain due to the compensation circuit. It
should be noted that the gain is expressed in the s-domain
for ease of presentation. During the time-domain
simulation, the gain will be automatically calculated by
SPICE from the given compensation circuit component
values.

The comparator compares V. with a reference sawtooth
voltage (Vgw) to produce the duty ratio (d), which is
represented by:

d= & _ Zl(S)(Vref - Vo) @)
Vm ZZ(S)Vm

where V, is a peak of the sawtooth signal.

Equations (1), (2), and (4) thus form a model of the closed
loop buck converter with output voltage control.

4. Design Example

The application of HSPICE optimisation to the design of a
SMPS error amplifier compensation circuit is demonstrated
by the design example of a buck regulator depicted in
figure 3.

Figure 3. A buck switching regulator

The buck converter has the following specifications: L=50
pH, C=470 pF, R=20 Q, V; = 35V, V=15V, [,(min)=1A,
and I,(max)=5A, switching frequency f;=100KHz. The
two-pole, two-zero compensation circuit (comprises of
R1,R,,R3,Cy,C,) surrounding the error amplifier is designed
to satisfy the following objectives:

1. The required regulation limits are +0.5% of nominal
output voltage (i.e. 15 £ 0.075V)

2. A settling time less than 1ms is required, when the
converter is subjected to a 3A step load change (60% of
maximum load current).

The compensation circuit was first designed using a
classical frequency response method, resulting in the
component values given in column 1 of Table 1. The
associated transient response for a 3A load change is
depicted in figure 4(a).

ot
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Figure 4:
(a) Output voltage transient response due to a 3Aload
change, before optimisation (simulated)
(b) Output voltage transient response due to a 34
load change, after optimisation (simulated).

(c) Experimental result after optimisation

It can be seen that a rather slow response is obtained and
the design target is not yet met. From the result, it is
apparent that this sluggish response is caused by the low
loop-gain’s bandwidth. The speed of the response can be
enhanced to meet the

desired specification, by optimising the error amplifier’s
gain frequency characteristic (thus optimising the loop-
gain’s bandwidth).

It is unnecessary to select all five compensation circuit
components as design variables, as the error amplifier can
be tuned by varying R; and C,, while keeping the rest of



the components constant. Having too many design
variables makes the optimisation more difficult and may
cause a convergence problem. For these reasons, only R;
and C, are selected as design variables, with the results
from the frequency response design assigned as the initial
guess values.

HSPICE is run on a SUN SPARC4 workstation. After a
few iterations of simulation and optimisation, the
optimised solution is found, with the results listed in
column 2 of Table 1. It can be seen that the optimiser has
met the specification by increasing R; and decreasing C,,
thus increasing the error amplifier gain. Using the
optimised component values in column 2 of Table 1, the
output voltage transient response, when the regulator is
subjected to a 3A step load change, is simulated and shown
in figure 4(b). It can be seen that the optimised
compensation circuit yields the output voltage response
with the settling time of lms, as desired by the design
objectives.

To confirm the validity of the design result, an experiment
has been performed on the prototype buck regulator, whose
specifications are identical to those used in the simulation
and compensation circuit component values are the
optimised values in column 2 of Table 1.  The
experimental transient response due to a 3A step load
change is shown in figure 4(c). The experimental result
behaves very closely to its simulated counterpart (figure 4
(b)), confirming the accuracy of the state-space averaged
model in SMPS modelling. A slight discrepancy between
the two results might be due to tolerances of various
components used in the prototype regulator and circuit
parasitics.

Table 1. Compensation circuit component values before
and after optimisation

Classical Design Optimisation Design
R; =470Q R; =470Q
R, =4.70kQ R, =4.70kQ
R; = 16kQ R; =27kQ
C, =0.068uF C, =0.068uF
C,=0.022uF C,=0.01pF

5. Discussion

It should be noted that the results in column 2 of Table 1
found by the optimiser are just one set of solutions that
satisfy the design objectives: it is likely that there will be
many other sets of solutions which also satisfy these
objectives, some of which may yield better transient
responses (e.g. faster settling time with small voltage
overshoot) than that in figures 4(b). The optimiser stops as
soon as the original design objectives have been met: if the
designer wishes to investigate whether further
improvements in performance can be achieved, tighter
design objectives should be entered, and optimisation re-
run. The sets of solutions that satisfy the design objectives
are called non-inferior solutions [8]. HSPICE does not
necessarily produce the optimum solution.
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6. Conclusion

The application of circuit optimisation feature in HSPICE
to design SMPS compensation circuits has been described.
Unlike traditional frequency response design, the proposed
method carries out the design by means of iterative time-
domain simulation and optimisation, automatically fine-
tuning the design to meet the target specifications. The
design example demonstrates the capability of this
technique, with a significant improvement in the transient
response such that the design target is met. It is expected
that the proposed optimisation technique can be applied to
design the control loop of power supplies for modern high-
speed electronic systems that usually demand excellent
dynamic performance from their power supplies.
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ABSTRACT: The objective of this paper is to present an implementation of electronic welder by using full-
bridge zero voltage switching phase-shift-PWM converter. The benefits of this method are not only size and
weight reductions but also high efficiency and low EMI/RFI interference. The implemented prototype has rated
power of 3 kilowatts (at 120 Amps 25 Vdc) and operated at 60 KHz frequency. Efficiencies at various load
conditions and some kinds of waveforms measured have been reported.

KEY WORDS : Zero Voltage Switching, PWM Converter, Welder, Switched Mode Power Supply
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ABSTRACT In today globalized economic world, business strategic competition has become
increasingly severe. There have been changes in terms of technology, international legislative and commercial
regulations as well as standard systems all of which are aiming at highest level of customer satisfaction. On the
other hand, these regulations and standard systems have proven to be trade barriers which put resource-scared
businesses in disadvantage position. As a result, small and medium sized businesses are now operating under
increasingly higher and higher pressure and challenge.

This article outlines a case study of implementation of the QS-9000 quality system at Circuit Electronic
Industries Public Co., Ltd. (CEI) http://www.cei.co.th, a subcontracting manufacturer and final tester of
integrated circuit packaged products. Currently, the company has approximately 2,300 employees and a
monthly production capacity of 40 million units. All the finished- goods products are exported. Since its first
being certified for ISO9002 in 1995, CEI was certified for the second time in 1998. Furthermore, CEI also
received QS-9000 certification in 1999. This article intends to share the experience in QS-9000 implementation
after ISO-9002 system from the point of view of a company that has applied for QS-9000 registration which
should be a useful reference for other organizations.

KEY WORDS -- QS-9000, ISO 9000, Quality System, IC Packaging
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