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PREFACE

Over a decade since National Electronics and Computer Technology Center
(NECTEC) was found, researchers in NECTEC publishes numerous articles,
technical reports, papers, etc. However, most of them were published abroad.
Though Thailand began to host several "technical" conferences from time-to-time,
there is no stage that regularly welcome researchers to present their works.
Though technical journals are available at bookstand, they offer articles that
address commercial products rather than basic research work.

The situation calls for a "credible" technical journal for Thailand. The
intention is not merely for NECTEC researchers to present their work, but for any
other technical researchers to present their work as well. Some papers from
journals and proceedings that may benefit Thai society and Thai research
community are welcome to be reprinted here.

Research can prosper only when knowledge are shared. I hope this new
NECTEC Technical journal serves as one of the basic foundation for that foster
such prosperity.

Thaweesak Koanantakool
Director of NECTEC
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Survey on Computer Usage in Educational Institutes
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ABSTRACT -- This paper presents a survey on computer and the internet usage in both
governmental and private universities. Questionnaires were sent to the university administrators in
the levels of department head, office head, associate dean and dean of 24 governmental universities
and of 15 private universities. 46.7% of these questionnaires have been returned.

The results of the survey show that both governmental and private universities have highly
supported their personnel and students to utilize computer and the internet. There have been
encouragement to increase the number of available computers both at the universities and at home.
The three major applications of computers and the internet in universities are registration and grade
verification, instructing, and library systems. To the instructors, the important internet activities are
email, reading news, and researching for class materials. Problem sited on the use of the internet

are network malfunctioning, slow data transfer, and inadequate number of available computers.

Keywords -- Computer and the Internet Usage, Questionnaire
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Robust Stabilization of State Delayed System
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ABSTRACT — In this paper, we present a method of stabilizing uncertain time-delay systems. The

systems under consideration are described by linear state delayed equation whose coefficient matrices
contain norm-bounded time-varying elements. By some matching conditions, we can rend time-varying
elements and reform the equation to linear state delayed equation with disturbances. Then we apply a linear
transformation technique to reduce the uncertain systems to ones of which nominal systems are of delay-
free type. Consequently, we can derive a suitable controller for the perturbed systems, and we will prove
that the controller can robustly stabilize the closed-loop systems against perturbation. Finally, control

system design for the two tanks chemical reactor with delayed recycle will be illustrated to show

applicability of the proposed method.

KEY WORDS -- Robust Control, Time-delay System, Control System Design.

1. INTRODUCTION

It is well known that time delay is frequently a
source of instability. On the other hand, it is
reasonable to include uncertain parameters and
disturbance in practical control systems containing
modeling errors, linearization approximations, etc.
Therefore, the problem of robust stabilization of
state delayed systems with uncertain parameters
has received considerable attention of many
researchers, and many solution approaches have
been proposed [1-6].

In this paper we consider a class of time-delay
systems containing uncertain parameters and
additive disturbances as in [7]. Determination of
controller parameters can be devided into two
parts. First, the linear transformation propose by
Fiagbedzi and Pearson [2] [8] is used to transform
the original problem into a equivalent one which is
easier to solve. Next, by using the well known
Lyapunov min-max approach of Gutman [9], a
suitable stabilizing control law is derived in the
second part. Finally, An example of product
stream control of chemical reactor is given.

2. PROBLEM FORMULATION

Consider a class of uncertain time-delay systems
(S;) which defined by the following state

equations
&) =[A4+ M) }x(@) + [4; + AL, (D)} = )

+[B + AB(0)u(r) + Bw(t) (1)
where x € R" is the current value of the system
state, u(f) € R™ is control function, w(f)e R’ is
the additive disturbance A4, A4,, B are known
constant matrices of appropriate dimensions,
AA(t), AA4,(¢t), AB(t) are matrices whose
elements are continuous, unknown but bounded
functions, 7€ R* is a known constant delay time
and let initial function of the system be specified as
xoM) € Cy ([— h,OlR”)
Banach space of continuous vector-valued
functions defined on an internal [— h,O] taking

where C,; denote the



values in R" with norm: ||(p||d = SUP_j<n<0 ||<p(n)||

where ¢ € Cy ([— h,O];R”).
We propose a methods of controller design for
stabilizing a uncertain time-delay system.

3. ASSUMPTIONS AND

TRANSFORMATION TECHNIQUE
3.1 Assumptions
Before proposing our controllers, the following
assumptions are made throughout here.
3.1.1 Assumption 1: The nominal system of (S;);
i.e., the system (S;) which AA(t) = A4,(¢) =0,
AB(t) =0, w(t)=0 are spectrally stabilizable.

3.1.2 Assumption 2: For all £ € R, there are exist
H,(t), and
E(t) of appropriate dimensions such that

a) AA(t)=BH(¢),

b) A4, (1) = BH (1),

c) AB(t)=BE(),

continuous matrix functions H(z),

d) I+ %(E(t) + ET(t))Z 8/ for some scalar § )0 ,

e) there are scalar n(x;) and pg(¢) such that
B ) 2 [HOx(0)+ Hy (0x(=h) + ()]
and
e () 2[EQ)|
where x, is the restriction function of x to the
[t—h, t] translated to [-A, O]; ie.,
x; €Cyand x;(n) = x(t+m), -h<n <0

interval

Note that if matching conditions defined
in Assumption 2 are satisfies, we can rewrite
system (S;) to the form

1) = Ax(t) + Apx(t — h) + B(u(?) +v(?)) 2)
where
v(t) = H@)x(t)+ Hj, ()x(t —h) + E(Ou(t) + w(t)

3)

3.2 Transformation Technique
Consider the linear transformation 7, defined by

20 = (T
- x(O)+ jfheAve Apx(t—h-0)d0  (4)

where A4, € R™" is a matrix yet to be defined.

Proposition 3.1 : Let the matrix 4, be defined by
A, =A+e ey, (5)
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and

0, (Sg) o (4) o (Sy) 6)
where

6(Sy)={seC; det(s]—A—e " 4;)=0}
and
0,(Sg)={s€a(Sy); Re(s) =0},

Then, #&¢) satisfies eqn. 1 and hence eqn. 2, if and
only if &) satisfies the system of the form (S,)

1) = A2(0) + Bu(t) + (1)) (7)
Consequently, by this linear transformation,
asymptotic stability of z(¢f) implies asymptotic
stability of x(z).
Furthermore, the following properties are true:
(a) (AC, B) is a stabilizable pair,
(b) if lim, ,,,[z(t)] = 0, then lim, ,. [x(?)| = 0
(0) if lim, ., ||z(1)| < ki, Fky < oo, then

lim, o [x(®) < ky, Tk < o,

V(s)
U(s) X(s)
B Al (s)

Sd: X(s)=A"(s)B(U(s)+V(s))

V(s)
U(s) Z(s) X(s)
= i —{ B = I-A)! ’—« A(S)(SI-A )

So: Z(s)=(sl-A ) 'B(U(s)+V/(s))

Fig 1. block diagram of (S;) and (S,)

Proof:

By wusing the Leibniz’s formula [10], it is
straightforward to verify that eqn. 2 in conjunction
with the transformation eqn. 4 yields eqn. 7; see
Appendix (Section 9.1). Property (a) follows from
Theorem 3.2 of [8]. To show the property (b) and
(c), are obtained using Laplace transform eqn. 4 to
obtain, after some rearrangement (see also Fig. 1),

X(s) = AV(s)sI - 4.)Z(s)+ A7 (s)(sI — 4. )¥(s)
(®)

where A(s) = [s[ —A- e_hSAhJ, and

W(s) = jfhe/‘ce Ahjf(h+e)e‘s(f+h+9>x0(r)drde.

Next by setting ¢ = t+h+0, Observe that

0 —s(t+h+0) _ (h+0) _g

j_(M)e Xo(t)dt = jo e xg(t—h—0)dt
Since  xyp(t) = 0, VTt ¢[-h, 0], we have
0 —s(t+h+0) _ [® st —h—
j_(h+9)e Xo(t)dr = jo e xo(t—h—0)dt
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= L{xg(t—h—0)}.
This implies that
v = L)

= L‘l{j_oh A0 4, L{xg(t—h—0 )}d@}

0
LheAce Ayxo(t—h—0)d0

and hence,

y(@)= 0, Vi>h.
Note here that eqn. 6 implies that all eigenvalues of
the transfer function A (s)(s[ - AC) are stable.
Consequently, it can be verified that

limx(o)] < lim “L_I{A_l(s)(s] -4, )Z(s)}(t)“
+ lim ! W1 (s)(sT 4, )\P(s)}(t)”

lim HL_l {A_l(s)(sl 4, )Z(s)}(t)” .

The above analysis imply that y(#) does not
influence stability of x(¢#) and it can be verified
that stability of z(z) implies asymptotic stability of
x(2).

4. CONTROLLER DESIGN

Theorem 4.1 : Suppose there exists a transforma-
tion satisfying the hypothesis of proposition 3.1.
Then, for given Q > 0, there exist a positive

definite solution P to the Riccati equation

A'P+ P4, —PBBTP+Q =0 9)
Furthermore, a stabilizing control law is given by
u(t) =up () +uy () (10)
where
uL(t)=—%BTPz(t) (an
and
2 T
x;)B" Pz(t
8 (p(x)|B" P=(0)+ )
where the nonlinear gain
p(x) = gl (O] + 1x,) 13)

and ¢ € R™ and & is the positive scalar defined in
Assumption 2-d.

Proof:

First, we take the positive definite function
V() =" ()P=(0) (14)

as Lyapunov function candidate for the system
(eqn. 7) with control (eqn. 10). Applying with the
Riccati equation, the following is obtained of the
deriative of V, :

& = —zT(t)lACT P+ PA, Jz(t) + 227 (1) PB(u(t) + (1))

By using Control law (10), it can be verified that
1) < =27 (0)0z(t) + 27
then we have
2 2
Mmin (P)"Z(t)” S V(1) < Apax (P)"Z(t)"
and
2 -
() < = dnin (Q)20)] +2¢7%
Next, observe that
() < —AV, (1) +2¢%
where
— 7\'min (9) )
Xmax (P)
Now, let
s(t) = AV, (6)—2e"
then we have
s() £0
and
() = s(t) =MV, (1) + 2

So it can be verified that

V() = V.(0)e ™ +e ™ jée“ [s(t) 120 ]dt

<V, (0)e M +2¢7M jot M e gy

t(=9) _
— V(0 M 2o M| L
r—9)
Consequently,
=y [ -9)
||Z(t)||2 < Vz (O)e + 26 e 1
}"min (P) xmin (P) (X _¢)
The above analysis implies that
. 2
11mt%00||z(t)|| =0 (15)

Since stability of z(#) implies stability of x(¢) as
shown in proposition 3.1, we can now conclude
that closed-loop system is asymptotically stable. [
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Fig 2. Two stage chemical reactor train with delay
recycle

5. ILLUSTRATIVE EXAMPLE

Now we show how to control the two stage
chemical reactor with delayed recycle stream,
shown in Fig 2. Reactor recycle not only increase
the overall conversion, but also reduces the cost of
a reaction, therefore, it is very popular in industry.
In order to recycle, the input to be recycled must be
separated, from the yields, then travel through
pipes after separation. This total time of recycle
introduced delays in the state.

Consider the irreversible reaction 4 — B with
negligible heat effect is carried out in the two stage
reactor system. Reactor temperature is maintained
constant so that only the composition of product
streams from the two reactors c¢;, ¢, need be

controlled. The manipulated variables are the feed
compositions to the two reactors, ¢, ¢, » and the
process disturbance is an extra feed stream, Fj
whose composition c; varies because it comes

from another processing unit. The flow rates to the
reactor system are fixed and only the compositions
vary. Suppose, at the input, that the fresh feed of
pure A is to be mixed with the recycle stream of
unreacted 4 with recycle flow rate R. Let ¢ be
instant of time. Then the material balance
equations for the reactor system are

Né& = Feyp(0)+Rey(t =h)+ Faeq (1)
= (B + R+ Fy)ey (6) = Vi (ky +8ky (D) (1)

(16)
and

& = (F+R+Fy—Fy)e (1) + Fpcyp (1)
= (Fpp + R)ey (t) = Vo (ky +8ky ())cp (1)

a7
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where the second product stream, £, , is given by

sz = Fi+Fd_Fp1+F2

Note that the time-varying parameters ok(¢#) and
Ok, (¢) represent uncertainties of the system. In

practice, exact values of both of parameters are
unknown. Nevertheless, it is reasonable to assume
that their upper bound values are known; i.e., the
information &; and &, such that

8y = mtax||8k1(t)||

and
8, = mtax||6k2(t)||

respectively, are available. For any given set point
(c15» €24) » OUr objective is to find a state feedback
controller that make ¢; and ¢, converge to ¢
and c¢,, respectively. To achieve this, we define

the variables

0, = Vl 0, = V2
1 = F > Y2 T
1+R+Fd Fp2+R

Up = Cy—Cf> Up = O —Crf
X = ey, Xp = =y, d = ¢ —cyg

where cy; is a constant nominal value of the

disturbance c¢;, and ¢j4, ¢4 can be obtained

from
_ Rog+Fyeqs —(FL+ R+ Fy)ey —Vikieyg
les = — £
1
. (Fi+ R+ Fy = Fperg —(Fpp + R)eyg —Vakoeo
2> =

F

Consequently, the material balance eqn. 15 and 16

can be described by

(1) = —(ei+k1+6k1<r>Jxl<t)
1

R A Fy,
+ —x(t=h)+—u; ()+=d @) +k (t)c
7 2(t=h) 7 1) 7 (2) + 6k (t)cy

(18)

&) = —(eiJrkz +5k2(t)jx2(t)

2
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F—F+R F
b 22T 0+ 2 uy () + 5k (e
Vs &)
(19)
Note that (¢((¢),c;(t)) = (ci4,c05) Whenever

(x1(8),x,(¢)) = (0,0) ; therefore, the objective can

be achieved by stabilizing the above system
described by eqns. 18 and 19. Next, define a state

vector
R
X0 = Lz(f)}

It now can be verified that state space description
for eqns. 18 and 19 is of the form (S,;) with

—(L+k1) 0
A= %
Fpy —F, +R 1
P2 270 (—+ky)
Va 0,
Ok (¢ 0
AA(r) = 1(0) ’
0 SkH (1)
ok )] < 81, ko) < 85,
0o &
Ay = "> M) =0,
0 0
Aoy
B=|"1 , AB(t) =0,
F
0 -2
£)
Fyd(2)
w(t) = K > ||8k1(t)" < diax -
0
To illustrate the proposed controller design, let us
choose
ki=k,=1,v,=v,=1,
F,=04, F,=0.5,
Fpi=0.5, Fy =0.5,
Fy=0.1, R=0.25, h=1,
81 :0.4, 82 = 05, 63 = 05,
so that
06,=0.75, 6,=0.5,
and hence

-1.75 0 0 0.25
A= 5 Ah = 5
025 -1.75 0 0

0.4 0
B = ,
[ 0 0.5}

Sk (t)
H() = 0(-)4 sty | 1HOI<1,
0.5
d(t)
w(t) =| 4 |, [w®)] <0.125
0

Note here that the nominal system is stable.
Indeed, it can be verified that s; =-2.72791 and

s, =—1.27667 are the poles of the nominal

system. Based on the procedure given in [8] with
c(4,)= {sl,sl} the required matrix parameter A,
of the transformation is then determined to be

-1.75 1.851497
A. =
0.25

—2.254575
Next, solve to Lyapunov equation (2.3.12) with
O=1 toget

0.3093344 0.165341
0.165341 0.357552

A suitable control law is then given by eqn. 9 with
5=1,¢ =0.5 and

p(x) = \/(X1(f)+c1s)2 +(xy (1) + ¢p)* +0.125

Suppose that set point is chosen as
Cis =0.5, Crg = 1.0

Simulations are now presented for the
corresponding closed-loop system. In these
simulations, the uncertain parameters are taken to
be as follows.

Oky(t) = 0.4sin(2¢), Sk, (¢) = 0.5sin(2¢),

d(t) = 0.5sin(2¢).

The initial condition is taken to Dbe

xo = [-0.4 —1.0] on [-1, 0]. The results of

these simulations are shown in Fig 3.

0z

o .
()

02 /,
s | A
[0 ] o A—
21

State of X

Time (sec)

Fig 3. Response of state X versus time



6. CONCLUSION

We have presented a computational method to
stabilize uncertain systems including known
constant time delay. By using the matching
conditions, we can change system model (eqn. 1)
into new model (eqn. 2) that is easier for analysis.
We then use a linear transformation [2] to reduce
the delay system model with 4, which have been

chosen so that A (s)(s/—4,.) stable. This
explains why stability of z(z) can imply stability
of x(¢)

In comparison with [7], the advantage we
presented is the control law (10); by changing

constant ¢ to e ¥ that converges to zero. It
therefore controls the system more efficiently with
better performance. Finally, we show how to apply
the proposed stabilization method to set point
control of a chemical reactor train with delay
recycle.
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9. APPENDIX

9.1 Supplementary proof of Proposition 3.1
From the hypothesis of Proposition 3.1, we have
B&t) = Ax(t)+ Apx(t —h)+ Bu(t)+v(¢))  (20)
with the auxilary output
20 = (L))
— X0+ jfhe*‘ce Apx(i—h-0)do  (21)
where the matrix 4, be defined by
A, = A+e e 4, (22)

By using the Leibniz's formula [10],
verified that

0
%j_h 20 4 x(t—h—0)dO

it can be

e Me 4, x(t) - Apx(t—h—0)

0
+ A, j_heAce Apx(t—h—0)do

Hence,
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d (0
&) = &) +Ej_hef‘ce A x(t—h—0)do
= Ax(t)+ Ayx(t — h) + B(u(t) + (1)
+ e Mo g x(t) - Apx(t—h—0)

+o4, jfhe/‘ce Ayx(t —h—0)do

= 4, [x(t) + fh 0 4 x(t—h -0 )de}

+ B(u(t) + (1)) + [A e Moy — 4. lx(t)

which is equivalent to
&) = A.z(1) + B(u(t) + v(1))
as in eqns. 21 and 22
Next, to show eqn. 8, Laplace transform eqn. 21 to
obtain

Z(s) = L{z(t)}

L{x(t) + jf’h A9 4 (1~ h—0)d0 }

X(s5)+ jf’heAce A L{x(t —h—0))do

Since, for any scalar o > 0,
Lix(t-a)} = Igoef”x(t—a)dt
0
= e X(s)+ _[ e S m)xo (t—1)dt
—a

where x5 e Cy ([—(x, 0]; R" ) denote the initial
function. Consequently,

Z(s) = X(s)+Ii)heAce A0 gox (s)

0 40 , (0 —s(t+h+0
+ Lhe c AhL(the)e sE+h40) 3 (1) drdd
0
- [1 + j_heAce A=) gg }X(s)

0 0
+ j_heAceAhj_ e SEH0) ¢ () drdd

(h+0)
(23)
Note here that

g J{Jh 10 4,0 = (514, As) 24)

where  A(s) = |s/ —A—e_hsAhl This can be
verified easily by direct integration and then using

eqn 22. Finally, direct substitution of eqn. 24 in
eqn. 23 yields the required result.
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Combining Trigram and Winnow in Thai OCR Error Correction
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ABSTRACT - For languages that have no explicit word boundary such as Thai, Chinese and
Japanese, correcting words in text is harder than in English because of additional ambiguities in locating
error words. The traditional method handles this by hypothesizing that every substrings in the input
sentence could be error words and trying to correct all of them. In this paper, we propose the idea of
reducing the scope of spelling correction by focusing only on dubious areas in the input sentence.
Boundaries of these dubious areas could be obtained approximately by applying word segmentation
algorithm and finding word sequences with low probability. Next, to generate the candidate correction
words, we used a modified edit distance which reflects the characteristic of Thai OCR errors. Finally, a
part-of-speech trigram model and Winnow algorithm are combined to determine the most probable
correction.

KEY WORDS — Thai OCR, error correction, Winnow, Trigram
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1. Introduction from language to language, since the

Optical character recognition (OCR) is useful ~ characteristic of each language is different.
in a wide range of applications, such as office Two characteristics of Thai which make the

automation and information retrieval system. task of error correction different from those of

However, OCR in Thailand is still not widely ~ Other languages are: (1) there is no explicit
used, partly because existing Thai OCRs are Word boundary,.and (2) characters are written
not quite satisfactory in terms of accuracy. I three levels; i.e., the middle, the upper and
Recently, several research projects have the lower levels. In orde.r to solve the problem
focused on spelling correction for many types ~ ©f OCR error correction, the first task is
of errors including those from OCR [6]. usually to detect error strings in the input

Nevertheless, the strategy is slightly different ~ Sentence. For languages that have explicit
word boundary such as [English in

This article is a reprint of the article appeared in the Proceedings of COLING-ACL'98, held at Universite
de Montreal, Canada.
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fﬂﬁe

upper level

vowel — c:l T_I_‘I,fh! rﬁm_ :ﬁﬂgi level

CDHSOH‘EH!.'

s a — —a - =T baseline
lower level

Figure 1. No explicit word delimiter in Thai

which each word is separated from the others
by white spaces, this task is comparatively
simple. If the tokenized string is not found in
the dictionary, it could be an error string or an
unknown word. However, for the languages
that have no explicit word boundary such as
Chinese, Japanese and Thai, this task is much
more complicated. Even without errors from
OCR, it is difficult to determine word
boundary in these languages. The situation
gets worse when noises are introduced in the
text. The existing approach for correcting the
spelling error in the languages that have no
word boundary assumes that all substrings in
input sentence are error strings, and then tries
to correct them [9]. This is computationally
expensive since a large portion of the input
sentence is correct. The other characteristic
ofThai writing system is that we have many
levels for placing Thai characters and several
characters can occupy more than one level.
These characters are easily connected to other
characters in the upper or lower level. These
connected characters cause difficulties in the
process of character segmentation which then
cause errors in Thai OCR.

Other than the above problems specific to
Thai, real-word error is another source of
errors that is difficult to correct. Several
previous works on spelling correction
demonstrated that feature-based approaches
are very effective for solving this problem.

In this paper, a hybrid method for Thai
OCR error correction is proposed. The method
combines the part-of-speech (POS) trigram
model with a feature-based model. First, the
POS trigram model is employed to correct
non-word as well as real-word errors. In this
step, the number of non-word errors are mostly

reduced, but some real-word errors still remain
because the POS trigram model cannot capture
some useful features in discriminating
candidate words. A feature-based approach
using Winnow algorithm is then applied to
correct the remaining errors. In order to
overcome the expensive computation cost of
the existing approach, we propose the idea of
reducing the scope of correction by using word
segmentation  algorithm to  find the
approximate error strings from the input
sentence. Though the word segmentation
algorithm cannot give the accurate boundary
of an error string, many of them can give clues
of unknown strings which may be error
strings. We can use this information to reduce
the scope of correction from entire sentence to
a more narrow scope. Next, to capture the
characteristic of Thai OCR errors, we have
defined the modified edit distance and use it to
enumerate plausible candidates which deviate
from the word in question within k-edit
distance.

2. Problems of Thai OCR

The problem of OCR error correction can be
defined as : given the string of characters S =
c1¢y...c, produced by OCR, find the word
sequence W = wiw,...w; that maximizes the
probability P(W|S). Before describing the
methods used to model P(W|S), below we list
some main characteristics of Thai that poses
difficulties for correcting Thai OCR error.

e Words are written consecutively without
word boundary delimiters such as white
space characters. For example, the phrase
“zﬁﬂu‘luﬂaﬁ;ﬁu” (Japan at present) in Figure
1, actually consists of three words: “ ”ﬂu”
(Japan), “lu” (at), and “faytu” (present).



Therefore, Thai OCR error correction has
to overcome word boundary ambiguity as
well as select the most probable
correction candidate at the same time.
This is similar to the problem of
Connected Speech Recognition and is
sometimes called Connected  Text
Recognition [5].

e There are roughly 3 levels for placing
Thai characters and some characters can
occupy more than one level. For example,
in Figure 2 “Ws”consists of characters in

2

three levels, i.e., “, , v and 4 are in the

top, the bottom, the middle and both the
middle and top levels, respectively. The
characters that occupy more than one
level like W usually connect to other

characters (W) and cause error on the
output of OCR, i.e., # may be recognized
as W or 1. Therefore, to correct characters

produced by OCR, not only substitution
errors but also deletion and insertion
errors must be considered. In addition, in
such a case, the candidates ranked by
OCR output are unreliable and cannot be
used to reduce search space. This is
because the connected characters tend to
have very different features from the
original separated ones.

tone  consonanf

[ upper level

hY NS
= topline
q middle level

= baseline
lower level

-

vowel /

Figure 2. Three levels for placing Thai characters

3. Our Methods

3.1 Trigram Model
To find W that maximizes P(W|S) , we can
use the POS trigram model as follows.

argmax P(W|S)
w

= argmax P(W)P(S|W)/P(S) )
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w

=argmax P(W)P(S|W) 2

The probability P(W) 1is given by the
language model and can be estimated by the
trigram model as:

PW)=PW.,T)=T1P |t ;.1 )P(w, |1,)
3)

P(S|W) 1is the characteristic of a specific
OCR, and can be estimated by collecting
statistical information from original text and
the text produced by OCR. We assume that
given the original word sequence W composed
of characters wvv,.v , OCR produces the

string S (= ¢c,...c) by repeatedly applying the
following operation: substitute a character with

another; insert a character; or delete a
character. Let S be the i-prefix of S that is

formed by the first character to the i-character
of § (=cc,...c), and similarly Wi is the j-
prefix of W
programming technique, we can calculate P
S| (= P(S,,|W,) ) by the following
equation:

(=vlv2...vj). Using dynamic

P(S|W;) = max ( P(S;.1|W))*P(ins(c;)),
P(Si|Wp.1)*P(del(v))),

P(Si1|Wia)*P(cilv) )
(4)

where P(ins(c)) , P(del(v)) and P(c|v) are
the probabilities that letter ¢ is inserted, letter v
is deleted and letter v is substituted with c,
respectively.

One method to do OCR error correction
using the above model is to hypothesize all
substrings in the input sentence as words [9].
Both words in the dictionary that exactly
match with the substrings and those that
approximately match are retrieved. To cope
with unknown words, all other substrings not
matched must also be considered. The word
lattice is then scanned to find the N-best word
sequences as correction candidates. In general,
this method is perfectly good, except in one
aspect: its time complexity. Because it
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generates a large number of hypothesized
words and has to find the best combination
among them, it is very slow.

3.2 Selective Trigram Model
To alleviate the above problem, we try to
reduce the number of hypothesized words by
generating them only when needed. Having
analyzed the OCR output, we found that a
large portion of input sentence are correctly
recognized and need no approximation.
Therefore, instead of hypothesizing blindly
through the whole sentence, if we limit our
hypotheses to only dubious areas, we can save
considerable amount of time.

Following is our algorithm for correcting
OCR output.

1. Find dubious areas: Find all substrings
in the input sentence that exactly match
words in the dictionary. Each substring
may overlap with others. The remaining
parts of sentence which are not covered
by any of these substrings are considered
as dubious areas.

2. Make hypotheses for nonwords and
unknown words:

(a) For each dubious string obtained
from 1., the surrounding words are
also considered to form candidates
for correction by concatenating them
with the dubious string. For example,
in “inform at j on”, j is an unknown
string representing a dubious area,
and inform at and on are words. In
this case, the unknown word and its
surrounding known words are
combined together, resulting in
“informatjon” as a new unknown
string.

(b) For each unknown string obtained
form 2(a), apply the candidate
generation routine to  generate
approximately matched words within
k-edit distance. The value of £ is
varied proportionally to the length of
candidate word.

(c) All substrings except for ones that
violate Thai spelling rules, i.e., lead
by non-leading character, are
hypothesized as unknown words.

3. Find good word sequences: Find the
N-best word sequences according to
equation (2). For unknown words,
P(wi{Unknown word) is computed by

using the unknown word model in [9].

4. Make hypotheses for real-word error:
For each word w; in N-best word
sequence where the local probabilities
P(wi,wiwi,tiutitig)  are  below  a
threshold, generate candidate words by
applying the process similar to step 2
except that the nonword in step 2 is
replaced with the word w; . Find the
word sequences whose probabilities
computed by equation (2) are better than
original ones.

5. Find the N-best word sequences:
From all word sequences obtained from
step 4, select the N-best ones.

The candidate generation routine uses a
modification of the standard edit distance and
employs the  error-tolerant  finite-state
recognition algorithm [10] to generate
candidate words. The modified edit distance
allows arbitrary number of insertion and/or
deletion of upper level and lower level
characters, but allows no insertion or deletion
of the middle level characters. In the middle
level, it allows only k& substitution. This is to
reflect the characteristic of Thai OCR which,
(1) tends to merge several characters into one
when the character which spans two levels are
adjacent to characters in the upper and lower
level, and (2) rarely causes insertion and
deletion errors in the middle level. For
example, applying the candidate generation
routine with 1 edit distance to the string “ws”
gives the set of candidates {#s, 43, 33, 33, w3,
W, 89, 9, 89, 84, g9},

From our experiments, we found that the
selective trigram model can deal with nonword
errors fairly well. However, the model is not
enough to correct real-word errors as well as
words with the same part of speech. This is
because the POS trigram model considers only
coarse information of POS in a fixed restricted
range of context, some useful information such
as specific word collocation may be lost.
Using word N-gram could recover some word-



level information but requires an extremely
large corpus to estimate all parameters
accurately and consumes vast space resources
to store the huge word N-gram table. In
addition, the model losses generalized
information at the level of POS.

For English, a number of methods have
been proposed to cope with real-word errors in
spelling correction [2], [3], [4], [11]. Among
them, the feature-based methods were shown
to be superior to other approaches. This is
because the methods can combine several
kinds of features to determine the appropriate
word in a given context. For our task, we
adopt a feature-based algorithm called
Winnow. There are two reasons why we select
Winnow. First, it has been shown to be the
best performer in English context-sensitive
spelling correction [2]. Second, it was shown
to be able to handle difficult disambiguation
tasks in Thai [8].

Below we describe Winnow algorithm that
is used for correcting real-word error.

3.3 Winnow Algorithm

3.3.1 The algorithm

A Winnow algorithm used in our experiment is
the algorithm described in [1]. Winnow is a
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multiplicative weight updating and
incremental algorithm [2], [7]. The algorithm
is originally designed for learning two-class
(positive and negative class) problems, and can
be extended to multiple-class problems as
shown in Figure 3.

Winnow can be viewed as a network of one
target node connected to n nodes, called
specialists, each of which examines one
feature and predicts x; as the value of the target
concept. The basic idea of the algorithm is that
to extract some useful unknown features, the
algorithm asks for opinions from all
specialists, each of whom has his own
specialty on one feature, and then makes a
global prediction based on a weighted majority
vote over all those opinions as described in
Step 2-(a) of Figure 3. In our experiment, we
have each specialist examine one or two
attributes of an example. For example, a
specialist may predict the value of the target
concept by checking for the pairs “(attributel
= valuel) and (attribute2 = value2)”. These
pairs are candidates of features we are trying
to extract.

Let vy,...,v,, be the values of the target concept to be learned, and x; be the prediction of the -

specialist.

1. Initialize the weights wy,...,w, of all the specialists to 1.

2. For Each example x = {xi,....x,} Do

(a) Let V be the value of the target concept of the example.

,,,,,

(c) If the algorithm makes a mistake , (V; #V) then:

i. foreach x; equalto V', w; isupdatedto w;* o

ii. for each x; equalto , |
J

where, a > 1 and P < 1 are
set to 3/2 and 1/2, respectively.

w; is updated to w;* 3

promotion parameter and demotion parameter, and are

Figure 3. The Winnow algorithm for learning multiple-class concept.
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A specialist only makes a prediction if its
condition “(attributel = valuel)” is true in case
of one attribute, or both of its conditions
“(attributel = wvaluel) and (attibute2 =
value2)” are true in case of two attributes, and
in that case it predicts the most popular
outcome out of the last £ times it had the
chance to predict. A specialist may choose to
abstain instead of giving a prediction on any
given example in case that it did not see the
same value of an attribute in the example. In
fact, we may have each specialist examines
more than two attributes, but for the sake of
simplification of preliminary experiment, let
us assume that two attributes for each
specialist are enough to learn the target
concept.

The global algorithm updates the weight w;
of any specialist based on the vote of that
specialist. The weight of any specialist is
initialized to 1. In case that the global
algorithm predicts incorrectly, the weight of
the specialist that predicts incorrectly is halved
and the weight of the specialist that predicts
correctly is multiplied by 3/2. This weight
updating method is the same as the one used in
[1]. The advantage of Winnow, which made us
decide to use for our task, is that it is not
sensitive to extra irrelevant features [7].

3.3.2 Constructing Confusion Set and
Defining Features

To employ Winnow in correcting OCR errors,
we first define k-edit distance confusion set. A
k-edit distance confusion set S =
{e,wy,Wa,....w,} 1s composed of one centroid
word ¢ and words wy,ws,...,w, generated by
applying the candidate generation routine with
maximum 4 modified edit distance to the
centroid word. If a word ¢ is produced by
OCR output or by the previous step, then it
may be corrected as wy,wy,...,w, or ¢ itself.
For example, suppose that the centroid word is
know, then all possible words in 1-edit
distance confusion set are {know, knob, knop,
knot, knew, enow, snow, known, now}.
Furthermore, words with probability lower
than a threshold are excluded from the set. For
example, if a specific OCR has low probability
of substituting ¢ with w, “knof” should be
excluded from the set.

Following previous works [4], [8], we have
tried two types of features: context words and
collocations. Context-word features is used to
test for the presence of a particular word
within +/- M words of the target word, and
collocations test for a pattern of up to L
contiguous words and/or part-of-speech tags
around the target word. In our experiment M
and L is set to 10 and 2, respectively.
Examples of features for discriminating
between snow and know include:

(1) I {know, snow}
(2) winter within +10 words

where (1) is a collocation that tends to imply
know, and (2) is a context-word that tends to
imply snow. Then the algorithm should extract
the features (“word within +10 words of the
target word” = “winter””) as well as (“one word
before the target word” = “I”) as useful
features by assigning them with high weights.

3.3.3 Using the Network to Rank
Sentences

After networks of k-edit distance confusion
sets are learned by Winnow, the networks are
used to correct the N-best sentences received
from POS trigram model. For each sentence,
every real word is evaluated by the network
whose the centroid word is that real word. The
network will then output the centroid word or
any word in the confusion set according to the
context. After the most probable word is
determined, the confidence level of that word
will be calculated. Since every specialist has
weight voting for the target word, we can
consider the weight as confidence level of that
specialist for the word. We define the
confidence level of any word as all weights
that vote for that word divided by all weights
in the network. Based on the confidence levels
of all words in the sentence, the average of
them is taken as the confidence level of the
sentence. The N-best sentences are then re-
ranked according to the confidence level of the
sentences.

4 Experiments

We have prepared the corpus containing about
9,000 sentences (140,000 words, 1,300,000
characters) for evaluating our methods. The
corpus is separated into two parts; the first part



containing about 80% of the whole corpus is
used as a training set for both the trigram
model and Winnow, and the rest is used as a
test set. Based on the prepared corpus,
experiments were conducted to compare our
methods. The results are shown in Table 1, and
Table 2.

Table 1. The percentage of word error from OCR

Type Error
Non-word Error 18.37%
Real-word Error 3.60%

Total 21.97%

Table 2. The percentage of corrected word errors
after applying Trigram and Winnow

Type Trigram | Trigram +
Winnow
Non-word Error | 82.16% 90.27%
Real-word Error | 75.71% 87.60%
Introduced Error 1.42% 1.56%

Table 1 shows the percentage of word
errors from the entire text. Table 2 shows the
percentage of corrected word errors after
applying Trigram and Winnow. The result
reveals that the trigram model can correct non-
word and real-word, but introduced some new
errors. By the trigram model, real-word errors
are more difficult to correct than non-word.
Combining Winnow to the trigram model, both
types of errors are further reduced, and
improvement of real-word error correction is
more acute.

The reason for better performance of
Trigram+Winnow over Trigram alone is that
the former can exploit more useful features,
1.e., context words and collocation features, in
correction. For example, the word “4r” (water)
is frequently recognized as “in” (to bring)
because the characters “ ” is misreplaced with
a single character “2” by OCR. In this case,

Trigram cannot effectively recover the real-
word error “siv” to the correct word “sir”. The

word “in” is effectively corrected by Winnow

as the algorithm found the context words that
indicate the occurence of ““41” such as the

(plant).

et 99

words “sume” (evaporate) and A

25

NEGTEC
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| Journal
25

Note that these context words cannot be used
by Trigram to correct the real-word errors.

S. Conclusion

We have examined the application of the
modified edit distance, POS trigram model and
Winnow algorithm to the task of Thai OCR
error correction. The experimental result
shows that our proposed method reduces both
non-word errors and real-word errors
effectively. In future work, we plan to test the
method with much more data and to
incorporate other sources of information to
improve the quality of correction. It is also
interesting to examine how the method
performs when applied to human-generated
misspellings.
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ABSTRACT - This paper presents an optimization for H.261 digital video signal encoding and
decoding system, which can be used to increase the efficiency of a videoconferencing system. Since the
most part of computational process of a videoconferencing system is in encoding and decoding video
signal, a faster and more intelligent video encoder and decoder will increase the system performance.
The optimization is done by studying the time spent by each individual function of the process. These
functions are replaced with more efficient algorithms if large amounts of computational times are

detected.
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ABSTRACT

This paper is aimed at increasing the level of security of information stored on NECTEC’s management
information system. A main mechanism in driving this to occur is a user policy. All NECTEC users who
interact with or use this information system are expected to strictly abide by this user policy. It is highly
hoped that with this policy in hand, we can in part improve the security over NECTEC’s management and
administration information, especially sensitive information, stored on a large number of databases.

KEY WORDS 1nformation Security, Security Policy, MIS, IT Policy and Management.
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1. Introduction
With the advent of Information Age, IT policy and
management plays a critical role to businesses,
firms, companies, organisations, institutions, and
academia partly in directing how employees work
and cooperate so as to increase the operational
productivity, efficiency, speed, and flexibility as
well as the security of the working environment.
Well-planned and well-thought-out IT policy and
management will potentially lead the business to
the high performance and capacity for the working
environment.

This paper is aimed at boosting the level of
security of information stored on NECTEC’s

management information system (MIS) [15], as a
result safegaurding the invaluable resource, namely
large volumes of NECTEC’s information against
potential threats that can be detrimental to the
integrity of the MIS. A main mechanism in driving
this to happen is a user policy which we call
NectecNet Usage Policy. All NECTEC users are
expected to strictly abide by this user policy.

Over recent years information security has
gained more and more attention. This is chiefly
because electronically accessible information has
been stored more and more into computing
systems. In computing systems, personal
computers, workstations, networks, and any other
communication media are used to disseminate,



access, and manipulate information so widely that
threats in various forms over information stored
can take place if insufficient care is taken. Threats
can be non-trivial, especially leading to financial,
legal and reputation matters and hence managers
should pay great attention on the security over
information they maintain.

As an information system, our NectecNet
(NECTEC’s Intranet) system is one that serves to
disseminate and manipulate information mainly for
management and administration of NECTEC. The
system is thus exposed to information threats.
(Readers interested in the foundation, objectives,
implementation, progress, and milestones (our
achievements) of NectecNet can be found in the lab
profile [12].)

In addition, we have adopted the information
infrastructure in [6] developed and used by the U.S.
National Information Infrastructure, to use with our
information system. (Simply speaking, an
information infrastructure means both all hardware
and software that supports using information under
NectecNet’s  responsibility.)  The  adopted
information infrastructure has to address the
security concerns [7] over the infrastructure. Our
information system therefore has also to take
account of the security of information maintained
in it.

Before we proceed, let us introduce necessary
terms that we will frequently refer to in this paper.

Terms

- The NectecNet system incorporates the
network, all hardware, software, information,
data, databases, computing facilities under
NectecNet’s responsibility.

- Lotus Notes [14] Operating as the backbone
for NectecNet to provide the Intranet
technology, Lotus Notes is software for which
the NectecNet staff takes full responsibility.

Three main tasks performed by this
software are document database management,
workflow, and messaging among five office
locations (see Figure 1 also) belonging to
NECTEC.

- Databases Otherwise mentioned, referring to
this term, we mean document databases
created by users via Lotus Notes.

- A user means not only a NECTEC’s employee
who accesses or uses the NectecNet system but
also a user who has some cooperation,
coordination or collaboration in some way
with NECTEC.

Below we discuss about security risks posed over

information and point to how to obtain security

over it.
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1.1 Information Security Risks are Real
A number of security risks posed over the business
(NECTEC’s) information include:

- Human errors and omissions People constitute
the greatest threat to their information system
[5]. From a source in [13], human errors and
omissions take account of 65% which is very
high. Potential losses include accidentally
deleting files, incorrectly updating
files/databases, equipment failures which
could also destroy information, and the door of
a server room left unlocked.

- Computer crime entails unlawful access to
information, manipulation of information in a
manner that illegally benefits the perpetrator,
vandalism of hardware and software, and even
deliberate sabotage.

Below we list a number of security
incidents that took place with NECTEC in the
past decade.

One case that occurred to NETCEC about
one and a half year ago is that a hacker was
able to break into NECTEC’s internal network
and a major UNIX host and removed all files
of the UNIX host from the root directory. This
is a very disastrous and devastating security
incident and caused a major loss of
information to all users at that time.

Being a lab in NECTEC, High
Performance Computing Center (HPCC) got
hacked a number of times into its computer
system running Linux as its operating system.
L uckily little or no information loss occurred.

Running SunOS 4.1.3, a UNIX SunSparc
host of Computer Technology and Automation
(CTL) lab’s was hacked in 1998. The machine
was unable to boot and had to be re-installed
from scratch. Fortunately no information loss
occurred.

There was one time that the hacker broke
into a NECTEC’s UNIX host and left a Trojan
horse version of the login program on it. This
login version then created the trap door to the
hacker to log in to the host at any time.

- Criminal Mischief encompasses information
pilferage perhaps committed by employees and
thus possibly our users in the organisation and
thus NECTEC to sell to anyone else outside.

- Computer Viruses Software import, e.g., via
FTP, downloading attached files from e-mail,
downloading Java/ActiveX applets, may
introduce viruses, Trojan horses and other
related threats to our information system.

- Policy Weaknesses [9] incorporates
weaknesses or vulnerabilities in the policies
used in the organisation, such as about



physical access controls, security
administration, disaster recovery and backup.

A security incident about disaster recovery
and backup took place with NECTEC in 1997.
Lotus Notes, which operates as the backbone
for NECTEC’s Intranet, crashed in that year
which caused a major loss of information to all
users.

This catastrophic incident is a nightmare
experience to all of us and to remind that a
“good” contingency plan, regarding system
backup is essential to any computerised MIS.

- Disasters such as floods, lightening, fire,
power failures, temperature (too high, for
example), humidity, sudden surges in electrical
power can pose a huge damaging potential for
loss of information.

1.2 How to Obtain Information Security
To reduce information security risks to an
acceptable level, an information security plan
(program) should be developed and address the
aforementioned information security risks as a
minimum. Such a security plan we have in hand
thus far consists of:

- A user policy or NectecNet Usage Policy that

codifies how  NectecNet’s information
infrastructure would be used by all users
appropriately and securely. This policy is now
being considered by the NECTEC Board of
Executives to be approved into actual practice
after passing through the process of
modification, addition and/or adjustment by
the board.
A training course for information security.
This course is aimed at educating all users to
be aware of and understand about threats to
information as well as networks and
computers. Users will also learn how to
interact with or make use of information,
networks, and computers in a secure and
efficient manner.

This paper is aimed at creating the user policy
mentioned above so that all users will comply. It is
highly hoped that by following this policy,
information security risks will be reduced to a
certain level. (This security means when combined
with other means, such as the training above, will
potentially reduce the risks to an acceptable level.)

The following is the structure of presentation in
order in this paper:

e  Previous related work (section 2): We mention
about the previous related work influencing
the development of the user policy in this
paper.

e Policy scope and applicability (section 3):
Define a policy scope and what the user policy
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applies to.

o Security policies (section 4): Briefly describe
security policies that all users should strictly
abide by. For the complete version of these
policies, we refer the reader to [10,11].

e  Policy agreement (section 5): To enforce the
security policies, we need to get any user who
wishes to use the NectecNet system to sign
agreement with the conditions defined in this
section prior to beginning to use the NectecNet
system.

e Conclusion (section 6): What do we achieve in
this paper?, and what next do we plan to do?

2. Previous Related Work

The ideas in this paper of security policy have
principally been developed from a number of
security policy sources in [1,2,3,4]. The security
policies from those sources have been created and
used individually in a certain computing
environment. That is, security policy will vary from
a computing environment to environment and
therefore, each computing environment will have
its own unique security policy.

To our belief, the proposed security policy in this
paper is the first and foremost attempt that has ever
been created to protect NECTEC’s information
resources.

3. Policy Scope and Applicability
Scope and Applicability

This policy is applicable to all users who employ
the NectecNet system and to others granted the
use of this system. This policy refers to or covers
all NectecNet information resources, e.g., data,
information, news, databases whether such
resources are:
- controlled by individual users or shared with
other users and
- stand-alone or networked.
The policy applies to all
communication facilities under NectecNet’s
responsibility, such as personal computers,
workstations, and peripherals, e.g., tapes, external
drives, and printers.

Because of the fact that apprroximately all
400 NECTEC users now have accounts with the
NectecNet system, this implies that the scope of
applicability of the security policy created here is
organisation-wide to be abided by all NECTEC
users.

Showing the scope of the network under our
responsibility, Figure 1 also shows the
connectivity among NECTEC’s five office

computing and



locations: namely, CNC Building, Gypsum
Building, NSTDA Building, Bangkok Thai
Tower Building, and TMEC lab. Lotus Notes
operates over this network chiefly to perform
messaging.over it. These office locations contain
a large number of document databases created by
Lotus Notes. These databases are under our
responsibility. The 400 NECTEC users accessing
these databases are distributed to work among the
five locations.

NectecNet Network Configuration

Gypsum Bld. Q Q ly

TMEC_KMITL
64Kbps =

=
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Krnitl j ‘@ l:. 2Mbps
=
N £

Bangkolk
v
¢ 28.8Kbps
2Mbps
<2
=
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fome

BRI
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KU.

Figure 1. NectecNet’s Network Connectivity.

The 400 users can be categorised into two
classes. The first is the general user class. Users in
this class can do whatever they want with their own
databases but usually won’t be able to do so with
the databases of others.

The second is the administrator class. Users in
this class have the highest access privilege to do
whatever they want as appropriate with all
databases. Some of the users in the NectecNet staff
are in this second class.

Legal Issues

NectecNet conducts all its businesses in
cooperation with Thai and other foreign
communities, jurisdictions, and laws. Under some
circumstances, as a result of investigations,
subpoena, or lawsuits related to some misconduct,
NectecNet may be required by law to provide
electronic or other records or other information
related to those records or related to the use of
information resources.

4. Security Policies

The following policy issues are addressed in the
current NectecNet Usage Policy [10,11] but more
policy issues can be added as appropriate in the
future.

- Integrity of information resources
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- Unauthorised access

- Physical security

- User privacy

- NectecNet system usage

- Personal and commercial use of information

infrastructure

- Software import control

- Termination of access and accounts

By nature, security policies are exposed to change,

addition, modification, and review after a certain

period of time, such as one year. This is partly

because of the technological, organisational and

perhaps also economic and political changes.
Below we provide and describe a tentative

policy in each category above in order. Note that in

each category, there may be a number of related

policies inside the category. We refer the reader to

the complete version of NectecNet Usage Policy in

[10,11] for all its details. The term “tentative”

above is used simply because all these policies as

of this writing have not yet been approved by the

NECTEC Board.

4.1 Integrity of Information Resources
Users must respect the integrity of computer-based
information resources.

A Tentative Policy for Modification or removal of
Lotus Notes software

Users must not attempt to modify or remove
without proper authorisation the Lotus Notes
software either installed as a client or server of
Lotus Notes.

4.2 Unauthorised Access

Users must refrain in any way from:

- seeking to gain unauthorised access to
information resources or

- enabling unauthorised access — any attempt to
make unauthorised access available.

A Tentative Policy

Users are not to deliberately enable other

unauthorised people to access the NectecNet

system.

4.3 Physical Security

Users should strictly comply with deeds, such as in
the tentative policy below. This is in order to
physically secure the NectecNet system.

A Tentative Policy

Normal users (who are not the NectecNet staff) are
responsible for refraining from entering the Lotus
Notes servers’ areas, especially without the
existence, accompaniment, or supervision of any of
the NectecNet staff unless they are authorised to do
SO.




4.4 User Privacy

The NectecNet staff will attempt with its best effort
to do anything to ensure any user’s privacy.

A Tentative Policy

The content of any email message of a user will not
be accessed or disclosed to others, except:

- due to any serious addressing errors,

- as aresult of maintaining the email system, or
- asrequired by law.

4.5 User Behavior to the NectecNet

system

Users must behave appropriately to interact with or

use the NectecNet system.

A Tentative Policy for Password Use

- Users are to use passwords of a length
specified by the system administrator — a mix
of six (8) alpha and numeric characters.

- Users must keep passwords confidential and
must not share passwords with anyone.

- Users never tape passwords to a wall, never
keep them under a keyboard, or in other easily
discoverable areas.

Users avoid storing passwords in
computers, e.g., PCs, Maclntosch, etc.

their

4.6 Personal and Commercial Use of

Information Infrastructure

Users must assure the proper use - personal and
commercial - of NectecNet’s information
infrastructure.

A Tentative Policy for Commercial Use
NectecNet’s information infrastructure should not
be used for any commercial purposes except as
permitted under NECTEC’s written policies, e.g.,
the training activity provided by Information
Technology Education Division. This commercial
use is normally related to NECTEC’s activities,
functions, or businesses.

4.7 Software Import Control
Software import, e.g., via FTP, downloading
Java/ActiveX applets, may introduce viruses,
Trojan horses and other related threats to the
NectecNet system. We need to protect our
information system.
A Tentative Policy for Virus Prevention
Users will be trained by the NectecNet staff about
the possibility of receiving viruses and other virus-
related threats from the Internet and on the use of
virus-scanning tools.

As a user’s role, all users are expected to
attend the training provided by the staff.

4.8 Termination of Access and Accounts
When a user resigns from working with NECTEC
by any reason (good or bad), the tentative policy
below will be applied.
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A Tentative Policy

For any user, access to the NectecNet system will

be disabled immediately when the system

administrator has been informed from the user’s
superior(s), e.g., by the user’s supervisor. The
following applies to the user:

- There is no grace period for this disability.

- The user’s databases, files, and any other
computer-accessible materials stored on the
server (where those reside) at the time of
disability will be backed up and retained on
backup media for a maximum of 2 years.

5. Policy Agreement

To enforce all policies codified above, any user
who wishes to use the NectecNet system must
accept the statements below and sign his/her name
for nonrepudiation purpose.

Statements for User Acceptance

A user who wishes to use the NectecNet system

must assume responsibility for his or her personal

actions. The user must consent to the following:

e [ have been given the opportunity to read the
NectecNet Usage Policy in [10,11]. I promise
that my use of the NectecNet system will
conform to behavioral guidelines in this
policy.

e The account or access privileges 1 have
requested are solely for my individual use. I
will not grant permission to anyone else to use
my computer account or access privileges.

e I am personally responsible for all use of the
computing facilities on which I have an
account or access privileges.

I acknowledge receipt of, understand my
responsibilities to, and will strictly comply with all
the policies defined in the NectecNet Usage Policy.
The result of my infringement will be taken in legal
and/or disciplinary action for damages or other
punitive action by any injured party, including all
NECTEC’s users.

User Signature Date

6. Conclusion

In this paper, we’ve proposed a user policy to

secure the use of the NectecNet system. Our future

work to enhance the information security over the
system includes:

e Develop a security course like in [8] to train or
educate all our users to be aware of and
understand the secure, effective, and efficient
use of the NectecNet system.



e Develop an administrative security guide to be
made use of by our system administrators in
managing and administering the NectecNet
system.

e Perform risk analysis over a large amount of
information stored on Lotus Notes in order to
classify it based on its sensitivity. From the
resulting classes of information, we can then
apply appropriate safegaurds to.cost-effectively
protect those classes from potential information
threats that can occur.
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ABSTRACT -- This paper presents a new technique in applying artificial neural networks to
solve the problem of Thai and English Optical Character Recognition (Thai & English OCR). The
Kohonen self-organization and back propagation models are applied for rough and fine
classifications to the Thai & English typed fonts, respectively. The experimental results confirm
that the proposed technique is a major improvement in Thai & English OCR technology.

KEY WORDS -- Thai & English OCR, Kohonen self-organization, Back propagation model
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1. Introduction

Has continually evolved since being
developed about 700 years ago, Thai
language has reached the level of being
standardized for computer software.
However, there has been no Thai Optical
Character Recognition software that
produces truly satisfying result. At present,
there are three commercial Thai OCR
products available in Thailand for Thai
typed fonts, one of them having its engine
developed at NECTEC. Nevertheless, the
recognition rate of such software still
ranges only from 90% to 95% on the
average. This results in a lot of researches
being conducted for Thai OCR because the

software is now considered one of the
most needed by a lot of users in Thailand.

Several different techniques have
been proposed for implementing the Thai
OCR problem. Some are the statistical
pattern recognition techniques [3] but
some are artificial neural networks [4].
The performance of those techniques are
satisfactory only in the experimental level,
not for using in the real life.

Most of Thai documents usually
contain both Thai and English characters.
Hence, OCR software in Thailand should
be capable of recognizing both languages.
In Thai language, there are 44 consonants,
32 vowels, 10 Thai digits, 4 tone marks,
and 5 special symbols as shown in Figure
1. In addition, there are 26 capital English
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letters, 26 small English letters, 10 Arabic
digits, and 20 special symbols. So the total
number of characters for the OCR is about
187 characters which is quite a large
number for recognizing by the artificial
neural networks.

44Consonants: N 2 2 @ @ N J I &b o
YUY DHIN HMA
aansnyudwuwdwn
Navgs ar2éud
“Waad
32Vowels: @2 81 8 8 8 8 g @ Bz L@
way 1da lazla 1o1z oo
100 08 LDy 198 Ldas
10a 19z 82 § g1 A
31 1o la 11

10 Thai digits : o

[oR ]
1 ¥ v
4ToneMarks: @ @ @

m e & Oac e
8
. f§ &
5 Special Symbols: 8 @ 9 4 B
Figure 1. Illustrates all Thai Characters.

Thai characters are composed of circles,
lines, curves, and zigzag as can be
illustrated in Figure 1. In addition, some of
them look very similar to each other such

asnan 9Ty, and @@ aaa Thisis

one of the reasons that make Thai OCR
very difficult to develop. Another problem
is that - unlike English, locations of
characters in a Thai sentence are organized
into four levels as shown in Figure 2. This
causes the difficulty for the pasting
algorithm. The last point is that there is no
space between words in Thai sentence, so
the word cutting algorithm is required to
be intelligent if the acceptable
performance is to be obtained.

We have decided to apply artificial
neural networks (ANN) to the problem
since their capabilities match the problem,
especially the ability to learn. However,
due to the large total number of characters
to be recognized and inherently
complexity of the problem nature, the
recognition rate from a straightforward
application of standard back propagation

learning have seemed to be limited to a
lower than user-expected level. We have
experimented applying the Kohonen self-
organizing feature map [2] and the back
propagation algorithm [1] to perform a
two-step classification of all characters.
Experiments are performed to approve the
technique and a remarkable improvement
in recognition rate has been achieved.

Qs Qs tﬂ/
WHIITUS €< §1W - Characiers

Figure 2. Shows Four-Level of Thai Sentence.

Following this introduction, the recognition
concept for solving the specified problem is
described in section 2. Next, the
experimental results are discussed in section
3. Finally, the conclusion is given in section
4.

2. Thai Character Recognition
Concept

Since there are several neural network
approaches that have been applied
successfully for characters recognition
problems for other languages, we have
experimented applying ANN to solve the
problem as described in [4] and have
pushed the recognition rate on unseen data
up to around 95% for the Thai documents.
That research has lead to the development
of a recognition engine of a commercial
Thai-and-English OCR software [6] in
Thailand which have recognition rate at
about 90% for mixed Thai & English
documents in the trained fonts. Following
such attempt, we have further investigated
ANN in order to gain even better
recognition rate of Thai OCR.

As mentioned above, there are 187
characters to recognize. When only the
back propagation learning algorithm with
multilayer perceptron is used to learn and
memorize all characters, extremely large
amount of character samples are required
for the network to develop accurate
character pattern classification.
Furthermore, there are many similar
characters in Thai language. This can
easily guide the network to convert a local

Level 4

Level 3
Lever <
Level 1



minimum which may not relate well to the
unseen data. The proposed technique aims
at reducing problem size for back
propagation network by breaking the
recognition process into rough and fine
classifications. ~The performance is
expected to be better if we can categorize
all characters into groups of similar
characters and then use back propagation
networks to learn to classify characters in
each group. Figure 3 illustrates the concept
of our recognition engine.

While the biological neural network
of a human being can categorize characters
based on their similarity in shape, such
technique requires a high level of
intelligence which can be used even with
handwritten characters. However, our
problem only concerns the typed
characters which have rather fixed forms.
It could be more supportive for the back
propagation networks if the characters are
categorized by another technique. Such a
technique should look at each character
image in the way the back propagation
networks look, that is - an n-dimensional
vector whose each element describes each
image pixel. We have determined to use an
unsupervised learning algorithm. Since the
Kohonen self-organizing feature map
(SOFM) is one of the most popular
unsupervised model [2], the technique is
applied to categorize the characters into
groups. With this technique, we have to
specify the number of output clusters of
the input patterns which is quite difficult
to determine the optimal one. If there are
too few clusters, many characters will be
packed into the same group which will not
effectively reduce workload for the back
propagation network. However, with too
many clusters, while higher accuracy of
each back propagation network can be
expected due to the fewer characters per
cluster, accuracy of clustering phase may
also reduce, resulting in lower overall
recognition rate.

For fine classification, the back
propagation algorithm with multi-layered
perceptron [1] is applied. In [4] multi-
layered perceptron with back propagation
training was applied to recognize the 78
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Thai characters directly and the technique
has shown to be very promising. In this
paper, the technique concerns mixed Thai
& English data which is a substantially
larger data set (187 characters). However,
with characters being clustered, the
complexity of the problem for each back
propagation network should reduce and a
higher recognition rate can be expected.

—

/7
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Proprocessing :

¢ Alignment
¢ Segmentation
¢ Noise Cleaning

Kohonen Self-

> Organizing Feature Map

o Normalization Rough Classification
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Backpropagation| |Backpropagation| . Backpropagation
Network [ Network 11 Network N

Fine Classification
.y

Postprocessing :
®Dictionary

OCombining Rules
of Words

Figure. 3. lllustrates the diagram of the
proposed Thai & English OCR system.

With the proposed technique, there are
several parameters whose values need to
be fine-tuned for example, the number of
input nodes, the number of clusters of
SOFM network, the number of hidden
neurons for each back propagation
network, the suitable values for the
training parameters of each network.

3. Experimental Results

Experiments are conducted for the two
most popular Thai & English typed
characters fonts on the Microsoft Windows
system, namely AngsanaUPC(AS) and
BrowalliaUPC(BW). Example of alphabets
in each font is shown in Figure 4. The total
number of distinct characters of each font
and each size is 180 characters. It is not
187 as mentioned previously because there
are several Thai vowels that are
combinations of other vowels as you can
see in Figure 1. Therefore, we can cut such
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composite vowels out of our OCR system.
Each training data set includes characters
from each font in 7 different sizes, in 4
styles (normal, italics, bold, italics &
bold). So the total number of patterns in
the training set 7*4*180 = 5,040.
However, the prepared document has been
scanned with different levels of dot per
inch (dpi) for obtaining several looks of
each character. We have scanned the
document with nine distinct dpi settings,
resulting in the number of training patterns
=5,040*%9 =45,360 patterns. It means there
are 252 distinct patterns for each character
in the training set. These patterns may be
clustered into different group in the rough
classification step. The super-computer of
High Performance Supercomputing Center
of NECTEC (http://www.nectec.or.th/
bureaux/hpcc/) is used for simulating both
SOFM and back propagation networks.
The problem of memory and time
complexity have been handled
successfully.

a a 4 a
AngsanaUPC : 24giiluidafidad ulne

A quick brown fog jumps over the
lazy dog.

BrowalliaUPC : 34 & laifiafifiaid wine

A quick brown fog jumps over the
lazy dog.

Figure 4. Examples of the experimented typed
fonts.

Each input document image is passed
through the preprocessing techniques
which include alignment (in case that the
image is not in the upright position), noise
cleaning, line & character segmentation,
and each character’s image normalization.
After all preprocessing technique, image
of each character is encoded in an array of
size 8*8. This number is obtained from
several experiments of several different
sizes of input of Thai typed OCR in [4].

In rough classification training with the
Kohonen SOFM model, the learning rate is
gradually decreased and the learning process
is stopped when no more weight changes
occur. The first experiment is for
determining the proper number of clusters.

According to the probability concepts, the
more the number of clusters is, the less
accurate the rough classification phase will
be, but that will result in the fewer characters
per cluster on the average as well. An
optimal number of clusters should produce
the highest final recognition rate, that is - the
maximum product of rough classification
accuracy and fine classification accuracy. In
determining the number of clusters, we
examine the number of distinct characters
per cluster by experimenting on four
different number of clusters: 3, 5, 10, 20
clusters. The results on AS and BW fonts are
shown in Table 1.1 and 1.2, respectively.
The SOFM network with smaller number of
clusters always result in higher number of
distinct characters per cluster on the average.

Table 1.1. Shows the number of
characters in each cluster of SOFM
network on AS font data set.

Cluster = Cluster = Cluster = Cluster =
3 5 10 20

CR | NO CR | NO CR [ NO | CR [ NO
1 111 1 70 1 32 1 35
2 160 2 61 2 69 2 22
3 145 3 112 3 39 3 33
4 93 4 47 4 20

5 135 5 54 5 25

6 66 6 5

7 74 7 36

8 66 8 20

9 44 9 19

10 31 10 16

Note : 11 20
CR : Cluster No. 12 60
NO : Number of distinct characters 13 10
in each cluster. 14 25

15 49

16 44

17 37

18 53

19 22

20 29

From the result in Table 1.1 and 1.2, we
have ruled out the use of 3 clusters simply
because of two of its clusters contain too
many distinct characters. Preliminary
experiments by taking 5, 10, and 20 clusters
for fine classification have consistently
revealed that the highest final recognition
rate is obtained with using 5 clusters.
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Table 2. The final recognition rate based

The recognition rate of the full Thai &
English OCR system which roughly classify
input characters into one of the five clusters
on the unseen training font documents are
summarized in Table 2. FEach back
propagation network contains 64 input bits,
64 hidden neurons, and the number of output
nodes being equal to the number of distinct
characters in each cluster. The experimental
data are real two-page documents of five
different point sizes, two of which having
untrained point sizes. Documents are
generated in both of the trained fonts. Each
document is scanned with the resolution of
200 dpi (Black and White) and 300 dpi
(Sharp Black and White).

As shown in Table 2, the minimum
recognition rate is 95.83%, already
outperforms the approximately 90%
recognition rate of the technique used in [4]
which is implemented in a commercial Thai
& English software [6]. The average
recognition rate is 97%, a new high level of
Thai & English OCR performance.

characters in each cluster of SOFM on rough classification with 5
network on BW font data set. clusters.
Cluster = Cluster = Cluster = Cluster = Font | Type of Testing Data Recognition
3 5 10 20 Rate
CR | NO CR | NO CR | NO CR | NO trained font sizes, 97.59 %
1 93 1 74 1 70 1 49 300 dpi
163 2 131 2 49 2 48 AS trained font sizes, 96.93 %
3 172 3 109 3 76 3 17 200 dpi
4 112 4 46 4 25 untrained font sizes, 95.83 %
5 128 5 58 5 4 300 dpi
6 68 6 30 untrained font sizes, 98.38 %
7 |42 | 7 [ 21 200 dpi
8 74 8 15 trained font sizes, 97.13 %
9 | 54 | 9 [ 30 300 dpi
10 54 10 32 BW tzrg(i)ngd. font sizes, 95.91 %
Note : 11 | 22 Pl
1 1 0,
CR : Cluster No. B 36 gggraémied font sizes, 97.54 %
No : Number of distinct characters 13 119 2 -
. untrained font sizes, 96.62 %
in each cluster. 14 58 200 dpi
15 | 19 L
16 | 19 . _
17 | 44 Since future attempt will be focused on
18 | 53 recognizing documents which contain mixed
19 | 28 fonts. It is interesting to see how similar the
20 | 34 characters of various fonts are clustered by

SOFM networks. Table 3 summarizes the
result of using SOFM weights trained by
either ~ AngsanaUPC  (I* row) or
BrowalliaUPC (2™ row) font to cluster
characters from other Microsoft Windows
system fonts. They are CordiaUPC (CD),
DilleniaUPC (DL), EucrosiaUPC (EC),
FreesiaUPC (FS), IrisUPC (IR), and
JasmineUPC (JM). The high  average
percentage of common SOFM clustering
among various fonts suggests that training
our two-step classifying neural networks
with character sets from combined fonts
could yield better recognition rate for mixed-
font documents.

4. Conclusion

At present, Thai & English OCR software is
highly required by Thai users in all fields.
The application of SOFM network to
distribute the workload for back propagation
learning has made the multi-layered
perceptron, trained with back propagation
algorithm, able to classify Thai & English
characters more accurately. Finally, our two-
step  classification  system  produces
significantly higher recognition rate over any
existing Thai & English OCR system.
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Hence, a new highly improved Thai &
English OCR software could be expected in
the very near future

Table 3. The percentage of SOFM
clustering applied to various other fonts.

font AS BW
AS 100 95.0
BW 96.6 100
CD 94.2 98.0
DL 95.2 95.0
EC 98.7 96.8
FS 96.3 99.2
IR 96.8 97.0
JM 96.7 95.0
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